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Abstract. This paper presents results that were obtained in comparative study of the efficiency of conventional and 

Deep Learning methods on the problem of predicting subjects’ age by their chest radiographs. A large study group con-

sisting of chest radiographs of 10 000 people was created by random sub-sampling of suitable subjects from the input 

image repository containing 1.8 million items. The age range was chosen to span from 21 to 70 years. The age prediction 

was performed by Convolutional Neural Networks AlexNet and GoogLeNet as well as using conventional methods based 

on Local Binary Patterns and extended co-occurrence matrices as image features followed by kNN, Random Forest, 

Linear Model, SVM, and Decision Trees classifiers. The conclusion was that the convolutional neural networks greatly 

outperform conventional methods. It was found that the lowest RMSE error achieved on the task of age prediction using 

convolutional networks is 5.77 years whereas conventional methods demonstrate on the same data much higher error 

value of 11.73 years. 

 

The purpose. Recent achievements in biomedical image classification using Deep Learning 

methods and Convolutional Neural Networks (CNN) give well-grounded promises to become an ef-

fective tool in biomedical image analysis [1-4]. Several studies accomplished by authors on the use 

of CNNs for histology image classification in breast cancer diagnosis [5], lung segmentation [6] and 

lung lesion detection in computed tomography images of tuberculosis patients [7] confirm the ap-

plicability and power of Deep Learning methods in medical imaging domain. 

In the context of a difficult choice of the most efficient machine leaning methods and software 

solutions for medical image analysis the primary goal of this study was to examine abilities of CNNs 

and to compare them to conventional methods on a large sample of chest radiographs acquired from 

as many as 10 000 people. The performance comparison was accomplished on the hard problem of 

predicting patient’s age based on their chest X-ray images. Such an examination was performed using 

both machine learning modes including classification and regression. 

Image data. A large database of natively digital chest radiographs containing about 1.8 million 

items resulted from pulmonary screening of population of a large city was used as input image data 

repository of this study. Subjects’ age was measured in complete years with the precision of one year. 

A study group consisting of chest radiographs of 10 000 subjects was created by random sub-sam-

pling of suitable subjects from the input image repository. The age range was chosen to span from 21 

to 70 years.  

In order to create a study group which is well balanced by both age and gender, for every year 

of life we selected 100 male and 100 female subjects what finally constituted a study group consisting 

of (100+100) * 50 years = 10 000 subjects. No attention has been given to the subjects’ health status. 
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This particularly means that the created study group mostly represents healthy subjects. Nevertheless, 

it is still possible that a small fraction of people with certain lung abnormalities at their early stage as 

well as subjects with some anatomical deviations could be presented in the study group too. 

Since the primary goal of this study was not the analysis of chest radiographs as such but bench-

marking of Deep Learning methods, original images were preprocessed to avoid unnecessary varia-

bility of the image content and to reduce computational expenses. The preprocessing included visual 

quality assessment, normalization of intensity, and reformatting. The normalization of image intensity 

was done using commonly known technique of intensity quantiles. 

 

Fig. 1. Examples of chest images used in this study 

More specifically, a small fraction of 1% of minimal and maximal values of intensity histo-

grams was saturated and the resultant intensity range was rescaled down to the 0-255. The image crop 

was performed by cutting off 25% of rows of original image size from the bottom and 5% from the 

other three sides. Finally, all the images were resized down to 256x256 pixels. Example images of 

subjects of different age and gender are presented in Fig. 1. 

Experimentation outline. At the preliminary stage of preparing experimentation the input im-

ages were shuffled within every age year of each gender, i.e. within of each 100 male and 100 female 

subgroups of every complete year of life. Since there was sufficient amount of image data available, 

it was decided to subdivide the whole set of 10 000 images into the training and validation sets in the 

proportion of 70% to 30%. Thus, the training and the test sets consisted of 7000 and 3000 images 
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respectively. Once created, exactly the same training and validation image sets were used in all the 

experiments performed in this work. Such a technique guarantees that the results of different experi-

ments are kept comparable in all over the study. 

It should be noted that in this work we considered the subjects’ age prediction results obtained 

on the validation image set only. This is because analysis of corresponding results achieved on the 

training set is typically performed for studying the issues related to the convergence characteristics, 

influence of certain imbalance or lack of objects of certain classes, solving the problem of overfitting, 

exploring the necessity of image data augmentation for a proper CNN training, etc. However, all these 

problems are either atypical for present work or lie outside of the scope of this paper. 

Deep Learning methods. Two different approaches were used for prediction of subjects’ age 

based on Deep Learning tools. The first approach makes use of CNNs for a direct age prediction 

either in regression or in classification mode. In case of classification CNN categorizes an image into 

one of 50 age classes each of which corresponds to 50 full age years in the range of 21-70. However, 

the characteristic feature of the first approach is that the final, fully-connected layer of CNN is used 

as a classifier. 

The second approach predicts subjects’ age in a similar way. The exception is only that here 

CNN is employed only for creation of image descriptor. The last pooling layer generated by CNN 

which contains 1024 elements is used as image descriptor. This layer precedes the fully-connected 

layer of CNN. The fully-connected layer can be viewed as an “internal” classifier of CNN and which 

is not used in the second approach. Instead, once created the image descriptor is extracted from CNN 

and supplied to an “external” classifier which could also be executed in regression and classification 

mode.  

Combination of two training options either in regression or in classification mode and the usage 

of 6 different classifiers employed in this study resulted in 12 different CNN-related algorithms being 

examined. The list of classifiers includes internal CNN classifier (i.e., the fully-connected network) 

along with such external classifiers as kNN, Random Forests, Linear Model, SVM, and Binary Re-

gression Decision Tree. These algorithms are enumerated in Tab. 1 and abbreviated for brevity. Note 

that the leading letter “D” stands for image descriptor created by CNN on the prediction stage. 

Table 1. Twelve age prediction algorithms utilizing CNNs and their abbreviations. 

No Internal/External classifier of CNN 
Algorithm abbreviation 

(executed in 2 modes) 

1 Fully Connected Layer of CNN (internal) CNN 

2 kNN (descriptor-based, external) D-kNN 

3 Random Forests (descriptor-based, external)   D-RF 

4 Linear Model (descriptor-based, external) D-LM 

5 Support Vector Machines (descriptor-based, external) D-SVM 

6 Binary Regression Decision Tree (descriptor-based, external) D-DT 

 

Training convolutional networks. Two convolutional networks AlexNet [8] and GoogLeNet [9] 

were trained under Linux operating system using the Caffe framework from Berkeley Learning and 

Vision Center which supports GPU acceleration via cuDNN to massively reduce training time [10]. 

The Caffe framework was chosen from the list of freely available Deep Learning frameworks [11] 

because of the following reasons: 

 Recently, the Caffe framework is one of the best frameworks optimized for GPU-based 

computing using convolutional networks for image classification. 

 The Caffe framework is supported by Nvidia company and it is integrated into the Deep 
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Learning GPU Training System (DIGITS) interface [12] which provides high level user interface. 

 The Caffe framework is well supported by a large academic community which provides 

voluntary consulting, share pre-trained and trained CNNs for free, etc. 

The training was performed on a personal computer equipped with recent Intel® Core™ i7 

central processor and two GPU of Nvidia TITAN X type with 3072 CUDA Cores and 12 GB of 

GDDR5 onboard memory each. The network training parameters were set to the following values: 

 Network architectures: AlexNet, GoogLeNet (the first version of Inception architecture from 

Google). 

 Batch size: 32 (the minimum batch size to place network in GPU memory). 

 Solver: SGD Caffe solver. 

 Number of iterations: 13 140. 

 Number of epochs: 60. 

 Training set size: 7000 images, 256x256 pixels each. 

Age prediction with the help of internal CNN classifier was performed using DIGITS interface. 

Several Python scripts using PyCaffe interface were written for extracting image descriptors produced 

by convolutional layer of CNN and inputting them into external classifiers. 

The network training time varied from 30 to 60 minutes depending on such parameters as batch 

size, number of iterations and some other. 

Results achieved with Deep Learning methods. The first series of experiments with AlexNet 

and GoogLeNet convolutional networks have revealed that GoogLeNet slightly but systematically 

outperforms AlexNet in the quality of subjects’ age prediction by chest radiographs. In terms of the 

Root Mean Square Error (RMSE) of the deviation of predicted age from real one the prediction qual-

ity achieved by GoogLeNet was approximately for 0.3-0.8 years better comparing to the one provided 

by AlexNet. Thus, all the prediction results reported below were obtained with the help of Goog-

LeNet. 

Results of all twelve experiments measured in RMSE error presented in a condensed form on 

the left panel of Fig. 2.  

 

Fig. 2. Results of predicting age of 3000 subjects using convolutional network. Left panel: RMSE 

error for 12 different algorithms (the lower the better). Right plot: example histogram of residuals. 

The right panel provides rather typical example of histogram of residuals in case of running 

GoogLeNet in regression mode with the native fully-connected layer as a classifier (see the first bar 

of the left plot). 

Local Conclusions. Results of age prediction presented in Fig. 2 allows drawing the following 

local conclusions. 
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 Depending on the specific algorithm employing CNN the mean error of age prediction varies 

in the range from 5.77 years in the best case using of image descriptors created by GoogLeNet in 

classification mode which were inputted to the external SVM classifier up to 7.25 years of mean error 

for the same descriptors supplied to kNN classifier. 

 The “direct” age prediction by CNN (i.e., without additional manipulation with extracting 

image descriptors and employing external classifiers) do not provide the best results. However, it is 

reasonably good with its RMSE value of 6.08 (see the first column of the left plot of Fig 2) compared 

to the best one of 5.77 achieved by CNN followed by SVM. 

 Despite the best value obtained in case of running CNN in classification mode, there can be 

some tendency observed for better results being achieved when CNN is used in regression mode (see 

gray bars in Fig. 2). The reason behind could be purely technical such as classification for 50 age 

classes provide integer age output whereas regression predicts age with the precision of a fraction of 

year. 

The histogram of residuals depicted on the right panel of Fig. 2 demonstrates relatively good 

fit to the Gaussian distribution what is suggestive for bias-free prediction model. 

Conventional methods. Prediction of subjects’ age based on chest X-ray images was done by 

implementation of a three-step procedure comprising of calculation of image descriptors, performing 

the Principal Component Analysis (PCA) and inputting resultant features into classifiers for age pre-

diction. Below these steps are described in more details. 

Step-1: Calculating image descriptors. Since chest images used in this study exhibit typical 

textural appearance, texture features were employed as image descriptors. Two kinds of texture fea-

tures were used in order to obtain more extensive, reliable and trustful results. They include com-

monly known Local Binary Patterns (LBP, [13]) and extended multi-sort and multi-dimensional co-

occurrence matrices introduced in [14].  

In case of LBP rotation-invariant versions of both uniform and non-uniform types of binary 

patterns were examined. In case of co-occurrence image descriptors we used 2D version of six-di-

mensional co-occurrence matrices [15] abbreviated as IIGGAD which fuse intensity (denoted by I) 

gradient magnitude (G) and anisotropy (angle between gradient vectors A) image features for pixel 

pairs with inter-pixels distances ranged from 1 to D. It is easy to see that the classical intensity co-

occurrence matrices IID with varying inter-pixel spacing can be viewed as a reduced version of the 

above general case. Next, the particular case of AD type gives us some rotation-invariant version of 

widely used Histogram of Oriented Gradients (HOG), etc. Technically, all reduced versions can be 

obtained from IIGGAD by summing up (collapsing) the unnecessary dimensions. It should be re-

membered also that dimensionality of extended co-occurrence matrices depends on the number of 

selected features characterizing the pixel pair and not related to image dimensionality (see [15] for 

more details). 

Step-2: Principal Component Analysis. The above “raw” texture features (e.g., elements of co-

occurrence matrices) can be very large and contain mutually-correlated elements. Performing PCA 

dramatically reduce feature space and resulted in uncorrelated principal components which contain 

essentially the same information because any original variable can be presented as a linear combina-

tion of principal components. 

Step-3: Age prediction. The principal components obtained on the previous step were consid-

ered as image features. Similar to the neural networks case considered in previous sections they were 

inputted into the same kNN, Random Forests, Linear Model, SVM, Binary Regression Decision Tree 

classifiers and executed in regression mode to predict subjects’ age. In all the occasions the control 

parameters were kept same to make comparison of results obtained by conventional methods and 

CNNs straightforward.  

Results achieved with conventional methods. Preliminary experiments. In context of this par-

ticular study it should be emphasized that in the case of using convolutional network there were al-
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most no control parameters notably influencing the quality of image descriptors produced by convo-

lutional layers. However, this is not the case with LBP and extended co-occurrence features. Thus, in 

order to avoid unnecessary favoritism towards newly immerged Deep Learning tools there were a 

number of experiments performed for tuning control parameters of LBP and extended co-occurrence 

image descriptors. 

A total of 18 variants of rotation-invariant LBP descriptors were examined including 9 uniform 

and 9 non-uniform versions with the radius of local circular neighborhood of 1, 3 and 5 pixels and 

number of pixels compared to the central one equal to 8, 12 and 16. As a result it was found that 

depending on combination of these parameters the RMSE error varied in the range from 12.93 to 

17.30 years.  

Similar investigation was performed for extended co-occurrence matrices. A total of 32 variants 

of IIGGAD, AD, and GGD matrices were evaluated with the number of intensity bins equal to 8, 16, 

24 and 32, gradient magnitude bins equal to 8 and 16, number of angle bins 12 and 16 as well as inter-

pixel distances of 1, 3 and 5 pixels. Note that not all possible combinations of control parameters 

were tested. Also, it was found that contrary to a wide spread believe an increase of intensity resolu-

tion (number of intensity bins) towards 256 not necessarily increases quality of final results. Finally, 

the exploratory experiments with extended co-occurrence descriptors have revealed that RMSE error 

of age prediction varied between 13.12 and 16.84 years what is similar to the range obtained when 

using LBP. 

Principal Component Analysis. Instead of selecting the most prominent variants from 18 par-

ticular LBP and 32 co-occurrences image descriptors described above they were merged into two 

corresponding data tables as subsets of variables and supplied to PCA. As a result we got two sets of 

image features obtained with the help of LBP and extended co-occurrence image descriptors. In all 

the occasions the output principal components were selected so that they explain 99% of variation of 

raw image descriptors of training image dataset. As a result, the number of selected principal compo-

nents varied from several dozen up to one hundred. 

It is important to note that the output principal components derived from raw LBP and extended 

co-occurrence image descriptors were also mutually correlated. This is not surprising because these 

two kinds of features describe quantitatively the content of the same image set. Finally, they were 

inputted together into the “second” PCA for obtaining a set of joint image features combining ad-

vantages of both LBP and extended co-occurrence image descriptors. 

Final results. The results obtained based on LBP, extended co-occurrence and joint image fea-

tures using 5 different classifiers are presented in Fig. 3. Similar to age prediction results obtained 

with convolutional networks, they measured in RMSE error. The right plot of Fig. 3 depicts histogram 

of residuals obtained based on the joint image descriptor using SVM classifier and illustrates propor-

tions of different prediction errors. 

Local Conclusions. Results of age prediction by the subjects’ chest X-ray images using con-

ventional methods which are presented in Fig. 3 allow to draw the following local conclusions. 

 The use of joint image descriptors always provide better result comparing to LBP and 

extended co-occurrence alone (black bars in Fig. 3 are lower for all 5 classifiers). 

 Formally, the best result with minimal error value of 11.73 years was achieved based on joint 

image descriptors using SVM classifier. However, this is only for 0.04 and 0.15 years better than 

prediction provided with the help of Linear Model and Random Forest respectively. 

 The LBP descriptors alone (see gray bars) slightly outperform extended co-occurrence 

matrices. For instance, in case of Random Forest classifier the error value of LBP is 12.39 against 

12.61 years achieved by co-occurrence what corresponds to subtle difference of 0.22 years. The 

highest difference of errors in age prediction of 0.60 years between these two descriptors is observed 

in case of kNN (16.24 vs. 16.84) whereas with Decision Tree classifier LBP and co-occurrence 

descriptors demonstrate same error of 15.50 years. 

 Random Forest, Linear Model and SVM classifiers doing always better than kNN and 
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Decision Trees. 

 

Fig. 3. Results of predicting age of 3000 subjects using conventional algorithms. Left panel: RMSE 

error obtained using 3 types of image descriptors and 5 classifiers (the lower the better). Right plot: 

example histogram of residuals. 

As can be seen from the histogram of residuals which was calculated as the difference between 

real and predicted age, there is a tendency for overestimating subjects’ age when using conventional 

approaches (see the shift to negative values of histogram of Fig. 3). 

Conclusion. Results obtained with this comparative study of the efficiency of conventional and 

Deep Learning methods on the problem of predicting subjects’ age by their chest radiographs allow 

drawing the following conclusions. 

(1) The convolutional neural networks greatly outperform conventional methods. The lowest 

RMSE error achieved on the task of age prediction using convolutional networks is 5.77 years 

whereas conventional methods demonstrate on the same data much higher error value of 11.73 years.  

(2) The worst error value of 7.25 years obtained in 12 experiments with neural networks is still 

far better than the best result of 11.73 year error obtained in 15 experiments following conventional 

approach. In general, results obtained with convolutional network approximately twice as good com-

paring to the conventional methods examined in this study. 

(3) Results produced by convolutional layers during the network training can be used as com-

pact image features describing the image content. 
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