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Abstract—At present, voice identification and voice analysis are
one of the foremost directions, both in the field of information
security systems and in the definition of voice parameters [1]. It
is proposed to consider a method for analysing the state of the
voice and identifying its problems, such as fatigue of the vocal
cords, damage or inflammation of the vocal tract with the help of
the previously recorded voice of the speaker and neural network
analysis of voice changes.
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I. INTRODUCTION

Evaluation of voice impairment involves the use of the eval-
uation of multiple speech characteristics (degree of respiration,
tension, roughness). One of the problems associated with the
use of multidimensional data is their comparison. To perform
the comparison and classification it is proposed to use the
self-organizing map of Kohonen. In view of the possibility of
learning without a teacher, it does not need a target vector for
outputs and, consequently, does not require comparison with
predetermined ideal answers, and the training set consists only
of input vectors. The learning process, therefore, highlights
the statistical properties of the learning set and groups similar
vectors into classes. The input of a vector from a given class
will give a certain output vector.

II. HARDWARE IMPLEMENTATION

To implement the device you need a microphone, filter and
analog-to-digital converter, for further work with digital voice
recording. The circuit of the device is shown in Figure 1.

From the output of the microphone, the signal is fed to
the input of the filtration unit. The next step is the passage
of the ADC [2]. Further, the digitized signal enters the
digital processing unit. In the digital processing block, the
signal is filtered and converted into a vector, with which the
microprocessor and the neural network processor will continue
to operate. For the subsequent comparison with the previously
saved vector of chalk-cepstral coefficients, the obtained vector
is stored in non-volatile memory. After comparing the vector in
memory with the resulting vector, the micro controller instructs
the control unit of the external device, for example, on the
magnetic door lock. The process of voice identification is
not demanding of resources, and consists of two stages. The
first stage is the receipt of the speech characteristics of the
announcer and the conversion to a form in which it can be
compared with others. The second step is to compare them
with a trained neural network [3].
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Figure 1. Hardware scheme

III. DYSPHONIA

Dysphonia is clearly defined as the underlying disorder of
phonation, a consequence of diseases or pathology of the vocal
cords. Since this deviation of the work of the vocal tract is
accompanied by an audible change in the voice, it can be
recorded and processed in relation to the sample of the voice of
the announcer, before the appearance of deviations. There are
two types of dysphonia - functional and damaging. Damaging
dysphonia is divided into two types: congenital and acquired
dysphonia. Damaging dysphonia in some cases may appear
after functional dysphonia. Functional dysphonias are possible:

o hoarseness;
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e laryngitis;

« inflammation of the larynx;

« hyperkinesis;

e mucous cyst or cyst shell;

« hypokinesis;

« a throat infection;

« glossoplegia;

« rhinopharyngitis.

These diseases have different degrees of severity, which
significantly affects the quality of life. Thus, diagnosing fade
disorders will help determine the level of quality of life. The
scale of voice disorders is shown in Table 1.

Table I
SCALE OF VOICE DISORDERS
Gradation of vio- | Degree Description Recommendati-
lations of Vio- ons
lations
No violations 0 - -
Minor violations 1 Linguistic disor- | Speech therapy is
der is hardly felt | recommended
or felt by the pa-
tient alone
Moderate abnor- | 2 Decreased ease | Speech therapy
malities and speed of | needed
speaking
Heavy Violations | 3 The Talker | Speech therapy
needs the help | and help from
of a listener. | the listener are
The patient | necessary
often can not
be  understood,
but understands
himself
Deep damage 4 Speaking ~ with | Need speech
fragmentary therapy and
expressions. the study of
The listener has | sign  language,
to guess a lot. | consultation or
Information  is | synthesis of
small, and the | voice.
listener

IV. ANALYSIS OF SPEECH IMPAIRMENT

In a study conducted by Leinonen Et Al.[4], To replace
direct listening to the voice, a scale of assessments of various
degrees and forms of dysphonia was created. To compare the
criteria, a neural network without a teacher was used, the
training of which was conducted using a perceptual map of
estimates of the normal and dysphonic voice [3]. The results
of the experiment are shown in Fig. 2.

This approach has several disadvantages:

« Absence of comparative characteristics with the previous
state of the voice. In view of this shortcoming, it is
impossible to separate the congenital disorders from
acquired ones;

o Lack of diagnosis of several disorders at the same time.

Classification of various forms and the degree of dysphonia
can be made by using not only perceptual assessments of
pathology, roughness, respiration, tension and asthenia, but
also by comparing the estimates with the previous value, by

Mumber of Exemplars

05 s

Figure 2. The results of determining the voice dysphonia (green - normal
voice, yellow - hypotonic, red - hypertonic, blue - spasmodic)

including a voiceprint with a simulation of some degree of
disease as input parameters. Thus, the voice print can be used
not only for access control equipment, but also for assessing
the speaker’s voice deviations. The obvious advantage of this
approach is the absence of direct contact with the speaker
and the possibility of remote diagnostics, including the use of
electronic means of communication. Also, this procedure has
the possibility of full automation and undemanding resources.

V. NEURAL NETWORK COMPARISON

The self-organizing map (SOM) (Kohonen, 1982) is one
of the most important neural network architecture. Since its
invention it has been applied to so many areas of Science
and Engineering that it is virtually impossible to list all the
applications available to date (van Hulle, 2010; Yin, 2008).
In most of these applications, such as image compression
(Amerijckx et al., 1998), time series prediction (Guillen et
al., 2010; Lendasse et al., 2002), control systems (Cho et al.,
2006; Barreto and Araujo, 2004), novelty detection (Frota et
al., 2007), speech recognition and modeling (Gas et al., 2005),
robotics (Barreto et al., 2003) and bioinformatics (Martin
et al., 2008), the SOM is designed to be used by systems
whose computational resources (e.g. memory space and CPU
speed) are fully available. However, in applications where such
resources are limited (e.g. embedded software systems, such
as mobile phones), the SOM is rarely used, especially due
to the cost of the best-matching unit (BMU) search (Sagheer
et al., 2006). Essentially, the process of developing automatic
speech recognition (ASR) systems is a challenging tasks due
to many factors, such as variability of speaker accents, level
of background noise, and large quantity of phonemes or
words to deal with, voice coding and parameterization, among
others. Concerning the development of ASR applications to
mobile phones, to all the aforementioned problems, others
are added, such as battery consumption requirements and
low microphone quality. Despite those difficulties, with the
significant growth of the information processing capacity of
mobile phones, they are being used to perform tasks previously
carried out only on personal computers. However, the standard
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user interface still limits their usability, since conventional
keyboards are becoming smaller and smaller. A natural way to
handle this new demand of embedded applications is through
speech/voice commands. Since the neural phonetic typewriter
(Kohonen, 1988), the SOM has been used in a standalone
fashion for speech coding and recognition (see Kohonen,
2001, pp. 360-362). Hybrid architectures, such as SOM with
MultiLayer Perceptrons (SOM-MLP) and SOM with Hidden
Markov Models (SOM-HMM), have also been proposed (Gas
et al., 2005; Somervuo, 2000). More specifically, studies in-
volving speech recognition in mobile devices systems include
those by Olsen et al. (2008); Alhonen et al. (2007) and
Varga and Kiss (2008). It is worth noticing that Portuguese
is the eighth, perhaps, the seventh most spoken language
worldwide and the third among the Western countries, after
English and Spanish. Despite that, few automatic speech
recognition (ASR) systems, specially commercially available
ones, have beendevelopedand it isavailable worldwidefor the
Portugueselanguage. This scenario is particularly true for the
Brazilian variant of the Portuguese language, due its large
amount of accent variation within the country. Scanzio et al.
(2010), for example, report experiments with a neural network
based speech recognition system and include tests with the
Brazilian Portuguese language. Their work is focused on a
hardware-oriented implementation of the MLP network. In this
context, the current paper addresses the application of self-
organizing maps to the Brazilian Portuguese isolated spoken
word recognition in embedded systems. For this purpose,
we are particularly interested in evaluating several software
strategies to speedup SOM computations in order to foster its
use in real-time applications. The end-user application is a
speaker-independent voice-driven software calculator which is
embedded in smartphones.

We used learning without a teacher, because it is much more
plausible model of learning in the biological system. Kohonen
developed and many others, it does not need to output the
target vector and therefore, does not require comparison with
predetermined ideal responses, and learning set consists only
of the input vectors. The training algorithm adjusts network
weights so as to produce consistent output vectors, ie, to
sufficiently close the presentation of input vectors produce
the same outputs. The learning process, therefore, highlights
the statistical properties of the training set and groups similar
vectors in the classes. Presentation of the input vector of this
class will give a certain output vector. The spread signal in
such a network is as follows: input vector is normalized to 1.0
and applied to the input, which distributes it on through the
matrix of weights W. Each neuron in layer Kohonen calculates
the sum at its input and depending on the condition of the
surrounding neurons becoming active layer or inactive (1.0
and 0.0). Neurons in this layer operate on the principle of
competition, ie. E. As a result of a certain number of iterations
is still an active one neuron or a small group. This mechanism
is called lateral. Since testing of this mechanism requires
significant computing resources, in my model it replaced by
finding the maximum neuron activity and awarding him the

activity 1.0, and 0.0 all other neurons. Thus, the neuron is
activated for which the input vector closest to the vector of
the weights. As a sigmoid activation function is used, which
is as follows:

fl@) =1/(1+e7") (M

where a — slope parameter.
Geometrically, this rule shows next picture:

Figure 3. Correction weights of Kohonen neuron

Since the input vector x is normalized, ie. E. Is on a
hypersphere of unit radius in the space of weights, then
the correction weights on this rule is rotated vector weights
toward the input that allows to produce statistical averaging of
input vectors, which reacts active neuron. Thus, the study was
replaced lateral approach leading to the activation of neurons.

VI. CONCLUSION

The result of this study was to modular application per-
forming voice user authentication with analysis of user voice
disorders. The program consists of three main parts. The first
carries the addition of users, the second and the third carries
the identification sends information to identify the user.
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NCCJIEJOBAHUE PEYEBLIX PACCTPOIICTB
[IPY IIOMOIIIN HEMPOHHLIX CETEN
Menbmakos I1. A.

Kademapa «udopManmonibie TEXHOTOTUNS,
TomesbeKkmit TOCYIAPCTBEHHBIN TEXHUYIECKUIT
yuusepcuter numenn 11.0. Cyxoro
Tomenns, Pecniybniuka Benapycn

B macrostimee BpeMsi, rosiocoBasi HIeHTU(DUKAIIAS 1 aHA~
JIT3 TOJIOCA SIBJIIOTCS OJJHUM U3 TIEPEIOBBIX HAIPABJICHUIA,
KaK B OOJACTH CHCTEM 3aluThl MH(MOPMAIUM, TaK U B
ompeziesieHnn ToJ10coBbIX napamerpos [1]. IIpesmaraercs
PACCMOTPETH €MOCOD AHAM3a COCTOSTHUS TOJIOCA W BbI-
SIBJICHUSL €10 MPOBJIEM, TAKUX KAK yCTAJOCTh TOJIOCOBBIX
CBSI30K, TIOBPEXKJICHUS WJIM BOCHAJIEHUS PEIEBOTO TPAKTA
[IPY TIOMOIIM PaHee 3alUCAHHOIO TOJIOCA TUKTOpa W Hell-
POCETEBOTO AHAJIM3a IOJIOCOBBIX U3MEHEHUIH.

234



