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Abstract—The article is devoted to the development of agent-
oriented models, a method and means for developing compatible
solvers of problems of intelligent systems capable to solve complex
problems. The requirements for such solvers, the model of
problem solver that satisfy the requirements, as well as the
method and tools for developing and modifying such solvers are
considered.

The main problem considered in the work is the problem of
low consistency of the principles underlying the implementation
of various problem solving models. As a consequence, it is difficult
to simultaneously use different models for solving problems
within the same system when solving the same complex problem,
it is practically impossible to reuse the technical solutions
implemented in a certain system, in fact, there are no integrated
methods and tools for problem solvers development.

As a basis for problem solvers design, it is proposed to use
the multi-agent approach. The process of any problem solving
is proposed to decompose into logical atomic actions, which will
ensure compatibility and modifiability of the solvers. The solver
is proposed to be considered as a hierarchical system consisting
of several interconnected levels, which allows to provide the
possibility of independent designing, debugging and verification
of components at different levels.

Keywords—semantic technologies, ostis-system, problem solver,
multi-agent system, intelligent agent, knowledge base

I. INTRODUCTION

One of the key components of each intelligent system is
the problem solver, which provides the ability to solve various
problems, related both to the basic functionality of the system,
and to the such a system efficiency ensuring, as well as the
development automation of the system itself. The problem
solver, ensuring the fulfillment of all listed functions, will be
called the integrated problem solver.

The capabilities of the problem solver largely determine the
functionality of the intelligent system as a whole, the ability
to answer on non-trivial user questions and solve various
problems in a certain subject domain.

The composition of the solver of each particular system
depends on its purpose, the classes of problems being solved,
the subject domain and a lot of other factors. Expanding of the
scope of intelligent systems applications requires such systems
to be able to solve complex problems, that is, problems that
require the application of a variety of different knowledge
representation models and different knowledge processing
models.

Examples of such tasks are:

« The problem of the natural language texts understanding,
both printed and hand-written, understanding of speech
messages, semantic analysis of images. In each of the
listed cases, it is necessary first to performs the syntactic
analysis of the processed file, remove the insignificant
fragments, then classify the significant fragments, corre-
late them with the concepts known to the system, identify
those fragments, that the system can not recognize, elim-
inate duplication of information, etc.;

o The problem of automating adaptive learning of students,
suggesting that the system itself can solve various prob-
lems from a certain subject domain, and also manage the
learning process, create tasks for students and monitor
their implementation;

o The problem of intelligent robots behavior planning,
including both understanding of various kinds of external
information, and the various decision making, using both
reliable and plausible methods.

o The problem of complex and rapidly evolving automation
of various enterprises;

« and others.

At present, there are a lot of problem solving models of
various kinds, including the variety of types of logics (clear,
fuzzy, inductive, deductive, temporal, etc.), neural networks
and genetic algorithms, various strategies of problem solution
search ways (depth-first search, breadth-first search, etc.), var-
ious programming languages, both declarative and imperative.

The ability of different models using for problems solving
within a single system will allow to decompose the complex
problem into subproblems, each of which can be solved by one
of the methods, known to the system. Thanks to a combination
of different problem solving models, the number of problem
classes, which such a system will be able to solve, will be
significantly larger than the total number of problem classes,
which can be solved by several systems, each of which
implements only one of the problem solving models being
integrated.

Modern intelligent systems, oriented to the simultaneous
use of different types of knowledge and various problem
solving models, are built on the principle of hybrid computer
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systems [1], [2]. Such an approach allows to solve complex
problems, however, during hybrid systems design process, it
becomes necessary to ensure the interaction interface for var-
ious problem solving models. That substantially increases the
overhead in the such systems construction. As a result, such
systems, as a rule, have a complex monolithic architecture, the
introduction of any changes in which requires considerable
work. To solve this problem, it is necessary to ensure the
compatibility of various problem solvers.

At the same time, the urgent problem is the intelligent
system teaching to new knowledge and skills and adapting
it to permanently changing requirements. It is necessary to
attach new resources, including new approaches to solving of
problems of various classes. At the same time, unlike most
modern approaches to computer systems learning (machine
learning) [3], where the class of tasks being solved is actually
fixed (does not change during the learning process) and only
the method of solving is optimized, in this case we are talking
about the expansion of the number of classes of problems
solved by the system, and in the general case - unlimited
expansion.

An important way to reduce the complexity of the process
of changing the functionality of intelligent systems is the
accumulation of libraries of reusable components of solvers
that will significantly reduce both the terms of development
and modification of solvers, and the level of professional
requirements for their developers. At the same time unification
of various models of problem solving on a common formal
basis will allow to form not only traditional libraries of
standard subprograms, but also libraries of entire solvers that
implement one or another problems solving model.

Let us consider in detail one of the examples of complex
problems listed above, which is related to the enterprise
automation.

Within the integrated system of the enterprise automation,
the following automation levels can be conventionally distin-
guished:

« automation of the actual production process at all stages,
from the receipt and evaluation of raw materials to
packaging and goods delivery to the end user;

o automation of production process management, that is,
automation of making changes in the production process,
for example, changes in batch quantities, nomenclature
or properties of the manufactured product, etc;

« automation of production process control, which involves
the use of various methods of the current situation analy-
sis, as well as mechanisms for identifying, classifying and
eliminating of emergencies, up to complete elimination of
the emergency situation without operator intervention.

Figure 1 describes a schematic diagram of the integrated
system of the enterprise automation, showing the application
of which problem solving models is actual in each of the
subsystems of such a system.

In the figure 2 the conventional scheme of the contingencies
handling subsystem is shown in more detail.

This example shows that design of such a complex au-
tomation system is impossible without ensuring the consistent
use of different types of knowledge and problem solving
models within the same system when solving the same com-
plex problem. In addition, the problem of such a system
support in a state corresponding to the current production
technologies level, supplementing it with more advanced mod-
els and methods of problem solving becomes urgent. It is
obvious that such a system reconfiguration should be carried
out directly during the system operation, and not require a
complete stop of the entire production or its individual parts
at every time. Thus, it can be said that such a system should
be learnable, that is being able to acquire not only new
knowledge, but also new skills.

The foregoing allows us to formulate requirements for the
problem solver of an intelligent system, which is able to solve
complex problems:

« at each point in time the solver must ensure the solution
of problems from the specified class for a specified time,
and the result of the problem solution must satisfy certain
known requirements. In other words, as in the case of
modern computer systems, the correctness of the problem
solving results at the system development stage should
be verified by special methods, including such modern
approaches as unit-testing, «black box» testing and others
[4].

o the solver should be easily modifiable, that is, the
complexity of making changes to an already developed
solver should be minimal. Ways to increase the mod-
ifiability are the ensurance of the introduced changes
localness, as well as the availability of ready-made
reusable components that can be included into the solver
if necessary. At the same time, changes must be made
directly during the system operation, and the overhead of
new components integrating or replacing existing ones
should be minimal.

« in order for the intellectual system to be able to analyze
and optimize the existing problem solver, to integrate new
components into it (even by ssystem itself), to evaluate
the importance of certain components and their applica-
bility for particular problem solving, the specification of
the solver should be defined with system understandable
language, for example, with the same means as the
processed knowledge. The ability of an intelligent system
to analyze (verify, correct, optimize) its own components
will be called reflexivity.

« an additional requirement to the integrated problem solver
in relation to the solver in general is its completeness
(integrity, complexity), that is, such a solver must provide
all the functionality of the system, i.e. ensure the solution
of all problems, both related to the direct designation of
the system, and ensuring the effectiveness of the system
operation.
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e high complexity of making changes to the already de-
veloped solvers, i.e. there is no possibility or it is very
difficult to add new components to the already developed
solver and to make changes to existing components
during the system operation process;

« a high level of professional requirements to the develop-
ers of solvers;

B. The proposed approach

The development of a problem solvers model that meets
the above requirements, as well as the corresponding method
and tools for their construction and modification, is proposed
to be implemented within the OSTIS Technology [9]. As
a formal basis for representation of knowledge within this
technology approach, a unified semantic network with set-
theoretic interpretation is used. This representation model is
called SC-code. Elements of such a semantic network are
called sc-nodes and sc-connectors (sc-arcs, sc-edges). The
model of an entity, described by means of SC-code will be
called the semantic model of the specified entity or simply a
sc-model. Computer systems, based on OSTIS Technology are
called ostis-systems. Each ostis-system consists of a sc-models
interpreting platform and the sc-model of this system, which
does not depend on the platform of its interpretation.

Orientation to OSTIS Technology and SC-code is due to
their following advantages and peculiarities:

o SC-code is oriented to the sense representation of knowl-
edge, which allows to generalize the problems solving
models and thus significantly reduce the variety of dif-
ferent models, which is largely due to the representation
forms of certain knowledge types, rather than their mean-
ing;

e SC-code, unlike other widely used knowledge represen-
tation languages, allows to represent in a unified form
any kinds of knowledge, including logical statements
and programs. This fact makes it possible to unify also
the problem solution models on the basis of knowledge
presented in this form and to ensure integration of various
problem solving models on the basis of such formalism;

« the associativity and structural reconfigurability of the
semantic memory (sc-memory), in which the SC-code
constructions are stored, makes it possible to provide
modifiable models for solving problems, presented on its
basis.

In addition, the work involves a number of solutions devel-
oped within the technology:

« a graph procedural programming language SCP, programs
of which are also written using SC-code and which will
be used as the base programming language within the
proposed approach;

o models of knowledge base structuring and models of
various types of knowledge representation, built on the
basis of SC-code, presented in [10];

o the method of consistent construction and modification
of knowledge bases, presented in the work [11];

« means for automatic editing and verification of various
knowledge types, presented in the same work;

« an implementation version of the computer systems sc-
models interpreting platform, considered in the work [12].

At the base of the proposed approach to the previously
formulated problems solution are the following principles:

e as a basis for problem solvers design, it is proposed to
use a multi-agent approach that will allow to build parallel
asynchronous systems, having a distributed architecture,
as well as to increase the modifiability and performance
of the solvers developed.

« the process of any problem solution is proposed to de-
compose into logically atomic actions, which will provide
compatibility and modifiability of the solvers too.

« the solver is suggested to be considered as a hierarchical
system consisting of several interconnected levels. This
approach allows to provide the possibility of designing,
debugging and verifying components at different levels
independently of other levels.

« in order to ensure the reflexivity of the designed intel-
ligent systems, it is proposed to record all information
about the solver and the problems it solves with the
means of SC-code in the same knowledge base as the
subject knowledge of the system. In general, this in-
formation includes: (1) the specification of the solver’s
agents, including the full texts of agent programs (in SCP
language); (2) specification of all information processes
performed by agents in the semantic memory, including
- constructions that ensure synchronization of parallel
processes; (3) specification of all problems on solution of
which the specified information processes are directed;

« when designing the solver as a hierarchical system, it is
suggested to use at each level the component approach,
which allows to significantly reduce the development time
and improve the reliability of solvers by using well-
debugged components. To implement this approach, it is
proposed to develop within the IMS metasystem [13] a
library of solvers components of various levels, as well as
a method for solvers constructing and modifying, which
takes into account the existence of such a library.

e it is proposed to build automation and information sup-
port tools for solvers developers using OSTIS Technol-
ogy, that is, including using models, methods and tools
offered in this work. Such an approach will allow to
ensure high rates of development of these tools, as well
as significantly improve the effectiveness of information
support tools, allowing to build these tools as part of
the intelligent metasystem IMS, that is, as a kind of
intellectual subsystem.

Orientation to the multi-agent approach as a basis for the
modifiable solvers constructing is due to the following main
advantages of this approach [14]:

« autonomy (independence) of agents within such a system,
which allows to localize the changes introduced into the
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solver during its evolution, and reduce the corresponding
labor costs;

o Decentralization of processing, i.e. the absence of a
single monitoring center, which also allows to localize
the changes introduced into the solver.

The most common and widely used definition of intelligent
agent is given in [15].

Existing approaches to the construction of multi-agent sys-
tems are discussed in detail in the papers [16], [17], [18],
[19], also a specialized journal Autonomous Agents and Multi-
Agent Systems [20] is devoted to multi-agent systems.

In the general case, in order to construct a concrete multi-
agent system, it is necessary to clarify the following compo-
nents:

« amodel of the agent itself, which is part of such a system,
including the classification of such agents and a set of
concepts that characterize each agent within the system.
Currently, the most popular is the BDI (belief-desire-
intention) model, in which it is intended to describe the
«beliefs», «desires» and «intentions» of each agent of the
system in appropriate languages.

« a model of the environment within agents are located, on
the events in which they react and within which they can
perform some transformations. A survey on the varieties
of environments for multi-agent systems is given in [21].

e an agent communication model that specifies the agent
interaction language (the structure and classification of
messages) and the way messages are exchanged between
agents. Currently, there are a number of standards de-
scribing agent interaction languages, for example, KQML
[22] and ACL [23].

« a model of agents coordination, regulating the principles
of their activities, including mechanisms for resolving
possible conflicts. Currently, the most works in the field
of multi-agent systems is aimed specifically at mecha-
nisms for coordinating agents, including the allocation of
a higher level agents (meta-agents) [24], various socio-
psychological models [25], [26], ontology-based behavior
[17] and others [27], [28].

The main disadvantages of most popular modern tools for
building multi-agent systems [29], [30], [31], [32], [33], [2],
[34], [35] include the following:

« the rigid orientation of most tools to the BDI model leads
to significant overhead costs associated with the need to
express a particular practical task in the BDI concept
system. At the same time, the orientation toward the BDI
model implicitly provokes the artificial separation of lan-
guages, describing the BDI components themselves and
the agent’s knowledge about the external environment.
That leads to the lack of unification of the representation
and, correspondingly, to additional overhead costs.

o most modern means of multi-agent systems construction
are oriented to the representation of agent’s knowledge
using highly specialized languages, often not intended to
represent knowledge in a broad sense. Here we mean

123

both the agent’s knowledge of himself (for example, in
accordance with the BDI model) and knowledge about the
external environment. In some approaches, an ontology
is first constructed, which, however, often uses tools with
low expressiveness that are not designed for ontologies
building [32], [33]. Ultimately, this approach leads to
a strong limitation of the capabilities of the developed
multi-agent systems and their incompatibility.

the absolute majority of modern tools assume that agents
interact through messaging directly from the agent to the
agent. This approach has a significant disadvantage due
to the fact that in this case each agent of the system
should have sufficient information about other agents in
the system, which leads to additional resource costs. In
addition, adding or removing one or more agents leads
to the need to notify other agents about that change. This
problem is solved by organizing agents’ communication
on the «blackboard» principle [36], which assumes that
messages are placed in some common area for all agents,
and each agent in general case may not know to which
of the agents the message is addressed and from which
agent the message was received. However, this approach
does not exclude the problem associated with the need
to develop a specialized agent interaction language that
is not generally associated with a language that describes
the agent’s knowledge about the problems to be solved
and about the environment.

a lot of means of multi-agent systems construction are
designed in such a way that the logical level of agents’
interaction is rigidly tied to the physical level of the multi-
agent system implementation. For example, when sending
messages from an agent to an agent, the developer of a
multi-agent system needs, in addition to the semantically
significant information, to specify the ip-address of the
computer on which the receiving agent is located, the
encoding with which the message text was encoded
and other technical information, which depends on the
features of the concrete tools implementation.

in most approaches, the environment with which agents
interact is specified separately by the developer for each
multi-agent system, which, on the one hand, expands the
possibilities of corresponding means using, but on the
other hand leads to significant overhead and incompati-
bility of such multi-agent systems. In addition, in some
cases, the developer also has to take into account the
specifics of the technical implementation of development
tools in terms of their docking with the intended envi-
ronment, which, for example, can be a local or global
network.

Within this work, the listed disadvantages are supposed to
be eliminated by using the following principles:

« communication of agents is suggested to be implemented

on the basis of the «blackboard» principle, however,
unlike the classical approach, in the role of messages
there are specifications in the general semantic memory



of the actions (processes) performed by agents and aimed
at solving any problems, and the role of communication
environment is played by this semantic memory itself.
This approach allows to:

— exclude the need to develop a specialized language
for messaging;

— ensure the «impersonality» of communication, i.e.
each agent generally does not know which other
agents are in the system, who has formulated the
request and to whom this or that request is addressed.
Thus, adding or removing agents to the system does
not lead to changes in other agents, which ensures
the modifiability of the entire system;

— agents, including the end user, get the opportunity
to formulate tasks in the declarative way, i.e. do not
declare for each problem the way to solve it. Thus,
the agent does not need to know in advance how the
system will solve a particular problem, it is enough
only to specify the final result;

It should be noted that this approach allows, if necessary,
to organize messaging between agents directly, and, thus,
can be the basis for modeling multi-agent systems that
implement other ways of interaction between agents.

in the role of the external environment for agents is the
same semantic memory, in which problems are formu-
lated and through which agents interact. This approach
ensures unification of the environment for different agent
systems, which in turn ensures their compatibility.

the specification of each agent is described by means of
SC-code in the same semantic memory, which allows:

— minimize the number of specialized means required
to specify agents, including language and tools;

— on the one hand - to minimize the necessary spec-
ification of the agent in the general case, which in-
cludes the condition of its initiation and the program
that describes the algorithm of the agent, on the
other hand - to provide the possibility of unlimited
expansion of such specification for each specific
case, including the possibility of implementing the
BDI model and others;

synchronization of the agents activities is supposed to be
carried out at the level of the processes performed by
them, aimed at solving certain problems in the semantic
memory. Thus, each agent is treated as an abstract proces-
sor, which is able to solve the tasks of a particular class.
With this approach, it is necessary to solve the problem
of ensuring the interaction of parallel asynchronous pro-
cesses in the common semantic memory, for the solution
of which the solutions used in traditional linear memory
can be adapted.

each information process at any time has associative
access to the necessary fragments of the knowledge base
stored in the semantic memory, except of fragments
blocked by other processes in accordance with the syn-
chronization mechanism discussed below. Thus, on the

one hand, the need to store information about the external
environment by each agent is excluded, on the other
hand, each agent, like in classical multi-agent systems,
has only a part of all the information necessary to solve
the problem.

It is important to note that in the general case it is
impossible to predict a priori which knowledge, models
and methods of problem solving will be needed for the
system to solve a specific problem. In this regard, it is
necessary to ensure, on the one hand, the ability to access
all the necessary fragments of the knowledge base (in the
limit, to the entire knowledge base), on the other hand,
to be able to localize the area of the problem solution
search, for example, within a single subject domain [11].
Each agent has a set of key elements (usually concepts)
that it uses as starting points for associative search within
the knowledge base. A set of such elements for each agent
is specified at the stages of a multi-agent system design in
accordance with the method considered below. Reducing
the number of key elements of the agent makes it more
universal, but it reduces the effectiveness of its work due
to the need to perform additional search operations.

Next, consider the model of knowledge processing and the
model of the problem solver itself in accordance with the listed
principles.

II. GENERAL MODEL OF KNOWLEDGE PROCESSING IN
OSTIS-SYSTEMS

The model of processing the knowledge stored in semantic
memory can be conditionally divided into two components
(figure 3):

« the model of information processes performed in such a
memory, including the classification of such processes,
the mechanisms for their execution regulating, the means
for various conflicts solving, including associated with the
parallel execution of such processes, means of specifying
the state of information processes (executing, delayed,
planned, etc.);

« the model of the problem solver, which is treated as an
abstract processor that performs the specified informa-
tion processes, and, accordingly, the model of which is
constructed taking into account the model of information
processes in the semantic memory. The solver consists
of a platform-independent part (solver program) that
includes a model of the operational semantics of the
SCP language (scp-interpreter model) and a platform-
dependent part that includes the implementation of the
scp-interpreter. In addition, some components of the
solver program can, if necessary, be implemented within
the sc-model interpretation platform, for example, to
improve the solver performance.

This approach to the knowledge processing organization
makes it possible to ensure the independence of the ostis-
system sc-model (including the solver program) from the in-
terpretation platform of such models. Thus, the development of
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Figure 3. General scheme of knowledge processing organization in ostis-systems

a solver for a particular ostis-system is reduced to developing
a program for this solver, i.e. the collective of the solver’s
agents and the programs corresponding to them. If the agent
programs are implemented in the SCP language, such a solver
program can be transferred from one implementation of the
sc-models interpretation platform to another, including the
hardware platform, without any changes.

In its turn, the formal model of the operational semantics of
the SCP language is, in fact, a technical task for the implemen-
tation of the sc-model interpretation platform, both in software
version and in hardware. The complete specification of the
denotational and operational semantics of the SCP language is
described in the corresponding sections of the IMS metasystem
[13].

The development of a certain entity sc-model (including a
program, an agent and a solver) supposes a formal refinement
of the concepts system that is used to describe this entity in
the knowledge base of the ostis-system. To achieve this goal,
in accordance with the principles of OSTIS Technology, it is
necessary to develop the sc-models of one or several inter-
connected subject domains and the corresponding ontologies
[10].

The implementation of the approach proposed in this work
requires the construction of several subject domains (SD) sc-
models connected with each other, as shown in the figure 4.

Next, the most important concepts that are researched
concepts [10] within the specified subject domains will be

refated subject domain®

[SD of actions and tasks

/ |

5D of abstract sc-agents

lsp of pracesses In sc-memory

/ :
S0 of scp-interpreter agents )

partictular subject domain®

:’SD of sep-programs

5D of solvers developers actions

Figure 4. Hierarchy of subject domains

discussed in more detail.

A. Means of specification of problems being solved

As it was said before, the principle of communication
of sc-agents within the proposed approach is based on the
specification by sc-agents of all the actions performed by
them in semantic memory, i.e. in the formal description in
the knowledge base of all problems being solved.
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In the proposed approach, the problem is treated as a
specification of some action, which in general can include such
information as: the subject and the object of the performed
action; the timing of the problem, its priority, dependent
problems, etc .; detailed specification of the specified action
execution process by its decomposition into sub-actions (pro-
cedural formulation of the problem); specification of the action
goal (declarative formulation of the problem), etc.

The figure 5 shows an example of an information task in
SCg language.

information problem

action. establish the truth or falsity of logical statemegnt

i performer®
0
Myself
: initiator*
Q

Ivanov 1.

O+—®

action argument*

Triangle ABC | Triangle CDE

congruence®

\_ atomic logical formula J

Figure 5. The problem of establishing the truth or falsity of a statement

The model of the activity performed by agents while solving
problems in semantic memory is defined as follows:

My ={Ac, Acm, AR, Acs}, )]

where Ac — set of classes of actions performed by different
subjects;

Acym — set of classes of actions performed by agents in
semantic memory, Acy C Ac;

Ap — set of relations specifying actions belonging to classes
from Ac;

Acs — a set of specification classes of actions belonging
to classes from Ac, such as a task, a protocol for an action
executing, etc.;

In more detail, the means for specifying the actions per-
formed in semantic memory are discussed in [37].

One of the basic principles underlying the proposed ap-
proach to the construction of solvers is the principle of

dividing the process of any problem solving in an intelligent
system by logically atomic actions.

We will assume that each action belonging to some par-
ticular class of logically atomic actions has two necessary
properties:

« The execution of an action does not depend on whether
the specified action is part of the decomposition of a some
general action. When this action is carried out, it should
also not take into account the fact that the action precedes
or follows any other action;

« the specified action should be a logically complete act of
transformation, for example, in semantic memory. Such
an action is essentially a transaction, i.e. the result of
this transformation is the new state of the system being
converted, and the action to be performed must either
be executed completely, or not executed at all, partial
execution is not allowed.

At the same time, logical atomicity does not prevent de-
composition of the executed action into partial ones, each of
which in turn will also belong to some class of logically atomic
actions.

B. The concept of sc-agent

The only kind of entities that perform transformations in sc-
memory is sc-agents. We will call an sc-agent some subject
which is able to execute actions in sc-memory, belonging to
some particular class of logically atomic actions.

Formally, the sc-agent model is defined as follows:

Ms = {Sc, Sr}, 2

where S — a set of classes (types) of sc agents; Si — set of
relations defined on the set of sc-agents.

Logical atomicity of sc-agent actions assumes that each sc-
agent responds to the corresponding class of events occurring
in the sc-memory, and performs a certain transformation of the
sc-text (SC-code text) located in the semantic neighborhood
of the event being processed. In this case, each sc-agent in
general does not have information about what other sc-agents
are currently present in the system and interacts with other
sc-agents solely through the formation of certain constructions
(usually the action specifications) in the common sc-memory.
Such a message can be, for example, a question addressed
to other sc-agents in the system (not known in advance what
exactly) or the answer to the question formed by other sc-
agents (again, it is not known exactly what). Thus, each sc-
agent controls only the knowledge base fragment in the context
of the problem solved by the agent at any given time, the state
of the rest of the knowledge base is unpredictable for the sc-
agent in the general case.

To ensure the availability of such a multi-agent system, it
is necessary that each sc-agent in its composition specifies in
the sc-memory all the results of its actions. It is assumed that
after solving a certain problem:

« all the intermediate constructs generated in the solution

process and having no meaning outside this process must
be deleted;
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o all processes (actions) in sc-memory, aimed at solving
the same problem, should be terminated, except when it
is supposed to receive several independent responses to
the same questions.

It is important to note that the end-user of the ostis-system
in terms of knowledge processing also acts as an sc-agent,
forming the messages in the sc-memory by performing the
elementary actions provided by the user interface. In the same
way the ostis-system interacts with other systems and the
environment in general. All information gets in and out the
ostis-system exclusively through the appropriate sc-agents of
the interface.

Let’s list some advantages of the offered approach to the
organization of knowledge processing in sc-memory:

o because of processing is performed by agents that ex-
change messages only via common memory, adding a
new agent or excluding (deactivating) one or more ex-
isting agents usually does not result in changes to other
agents, since agents do not exchange messages directly;

« the agents are initiated in a decentralized manner and,
most often, independently of each other. Thus, even a
significant increase of the agents number within the same
system does not lead to its productivity reduce;

« agent specifications and, as will be shown below, their
programs can be written in the same language as the
processed knowledge, which significantly reduces the list
of specialized means designed to develop such agents and
their groups, and simplifies system development by using
more universal components;

Since it is supposed that copies of the same sc-agent or
functionally equivalent sc-agents can work in different ostis-
systems, being physically different sc-agents, it is advisable
to consider properties and classification of not sc-agents, but
classes of functionally equivalent sc-agents, which we will
call abstract sc-agents. Thus, an abstract sc-agent is a class
of functionally equivalent sc-agents, different instances (i.e.
elements) of which can be implemented in different ways.

Each abstract sc-agent has a corresponding specification,
which specifies the key sc-elements of the specified abstract
sc-agent, as well as a description of the initiating condition
for this sc-agent, i.e. class of those situations in sc-memory
that initiate the activity of this sc-agent. In addition, for each
abstract sc-agent, the variant of its implementation is specified.
From the implementation point of view, two classes of abstract
sc-agents can be distinguished:

o non-atomic abstract sc-agent, which is decomposed into
a group of simpler abstract sc-agents, each of which in
turn can be both atomic abstract sc-agent, and non-atomic
abstract sc-agent. However, in some version of abstract
sc-agent decomposition®, the child non-atomic abstract
sc-agent can become an atomic abstract sc-agent, and be
implemented accordingly.

o atomic abstract sc-agent is an abstract sc-agent, for which
the platform of its implementation is specified, i.e. there

is a corresponding connection of the sc-agent program*
relation.

In turn, atomic abstract sc-agents are subdivided into
platform-independent abstract sc-agents and platform-
dependent abstract sc-agents.

The platform-independent abstract sc-agents are atomic
abstract sc-agents implemented in SCP language.

When describing platform-independent abstract sc-agents,
platform independence is understood from the point of view
of OSTIS Technology, i.e. implementation in the SCP lan-
guage, because atomic sc-agents implemented in the specified
language can be easily transferred from one sc-models inter-
pretation platform to another.

The platform-dependent abstract sc-agents are atomic ab-
stract sc-agents, implemented below the level of sc-models,
i.e. not in the SCP language, but in some other language of
the program description.

An example of an atomic abstract sc-agent specification
including the agent program, its key sc-elements, and the
initiation condition is given in the figure 6.

atomic abstract sc-agent

event of adding of the sc-arc outgoing the given sc-element*

initiated action

primary initiation condition*

Mbstract sc-agent for finding a structure isomorphic to a given pattern
\ platform-independent abstract sc-agent

scp-program

key sc-elements of sc-agent*
agent scp-program

action. form the given structure

initiated action

goal*
patterned structure

pattern*

Figure 6. Atomic abstract sc-agent of search for structures isomorphic to a
given pattern

The construction of non-atomic sc-agents allows to ensure
the hierarchy of the designed multi-agent system and the
ability to consider it at different levels of detail, which, in
turn, provides the convenience of such a system designing and
debugging through the ability to design and debug components
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of varying complexity independently. In addition, the alloca-
tion of non-atomic sc-agents is the basis for the formation of
a hierarchical library of problem solvers reusable components,
which will include components of different complexity levels,
including even entire solvers.

C. Basic model of knowledge processing

The SCP language, developed within the OSTIS Tech-
nology, is proposed as the base development language for
the programs describing the activity of sc-agents within sc-
memory. SCP language is focused on processing of unified
semantic networks represented with SC-code.

The basic sc-text processing model includes:

o model of scp-programs subject domain, which includes
all the texts of scp-programs, and in which the classifica-
tion of these programs operators and the means of their
specification are researched.

« model of subject domain of the scp-programs interpre-
tation agents (also called Abstract scp-machine), which
is part of the sc-model interpretation platform. The term
abstract in this case, as in the case of the abstract sc-
agent, shows that a semantic model of the scp-interpreter
is being developed, including the specification of each
agent in its composition, which can later be implemented
within the any sc-model interpretation platform, including
hardware.

The main features of the SCP language include the follow-

ing:

o texts of scp-programs are written using SC-code, as well
as processed information;

e each scp-program is a generalized structure in sc-
memory, each time a scp-program is called, an indepen-
dent scp-process is created on its basis.

The main advantages of the SCP language, due to these

features:

« simultaneously several independent processes can be exe-
cuted in the common memory, and processes correspond-
ing to the same scp-program can be executed on different
servers, in case of distributed implementation of the sc-
model interpretation platform.

e SCP language allows concurrent asynchronous subrou-
tine calls (creating subprocesses within scp-processes),
as well as concurrently execute of scp-operators within a
single scp-process;

e since scp-programs are written using SC-code, the trans-
fer of the sc-agent implemented with the SCP language
from one system to another supposes a simple transfer
of the knowledge base fragment, without any additional
operations, which depends on the sc-model interpretation
platform;

« the fact that sc-agents’ specifications and their programs
can be written in the same language as the knowledge
they are processing significantly reduces the list of spe-
cialized tools, designed to build and modify problem
solvers and simplifies their development by using more
universal components;

« the fact that a unique scp-process is created for the scp-
program interpreting allows to optimize the execution
plan as much as possible before its implementation
and even directly during the execution without potential
danger to break the general algorithm of the entire
program. Moreover, this approach to programs designing
and interpreting allows to talk about the possibility of
creating self-reconfigurable programs;

III. SEMANTIC MODEL OF PROBLEM SOLVER

Using the concepts discussed above, we will say that the
sc-model of the integrated problem solver is a non-atomic
abstract sc-agent, which is the result of combining of all
abstract sc-agents within a particular ostis-system into one.
In other words, the sc-model of the integrated problem solver
is the collective of all sc-agents within a given ostis-system,
considered as a single whole.

Formally, the semantic model of the integrated problem
solver is given as follows:

Mips = {AGna, AG 4, AGR}, (3)

where AG 4 — a set of non-atomic abstract sc-agents within
the solver;

AG 4 — a set of atomic abstract sc-agents within the solver;

AGRr - a set of concepts specifying abstract sc-agents
within the solver, including those describing the decomposition
of non-atomic agents into atomic ones;

There are several basic levels of detail for the problem
solver:

o level of the solver itself;

« level of non-atomic sc-agents within the solver, including
particular solvers;

« level of atomic sc-agents;

o level of scp-programs or programs implemented at the
level of sc-model interpretation platforms.

Such a level hierarchy, firstly, provides the possibility of
step-by-step design of task solvers with a gradual increase of
the detail level from the upper to the lower, and secondly, the
possibility of designing, debugging and verifying components
at different levels independently from other levels, which
significantly simplifies the task of solvers construction and
modification due to lower overhead costs.

In addition, the proposed approach to the construction of
a solver model allows to provide modifiability of solvers and
the possibility of consistent use of different problem solving
models within a single solver.

IV. SEMANTIC MODEL OF PARALLEL PROCESSES
INTERACTION IN THE COMMON SEMANTIC MEMORY

Taking into account the models considered earlier, a for-
mal model of information processes interaction in semantic
memory is constructed, which is defined as follows:

Mipy = {Ma, Ms, Msync, Mscp}, 4)
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where M4 — model of the activity performed by agents in
semantic memory;

Mg — model of sc-agent that performs transformations in
semantic memory;

Mgy neo — model of processes execution synchronization in
the semantic memory;

Mgcop — a model of a basic programming language, ori-
ented to the processing of unified semantic networks, which,
in turn, is defined as:

Mgscp = {Mp, My}, 5)

where Mp — model of basic programming language program;
M7 — model of basic programming language programs inter-
preter;

To synchronize the execution of processes in sc-memory,
the lock mechanism is used. The lock* relation connects the
signs of the processes in the sc-memory to the signs of the
situational structures that contain sc-elements that are locked
for the duration of this process or for some part of this period.
Each such structure belongs to any of the lock types.

In the current version, three lock types are distinguished to
synchronize the processes execution in the sc-memory:

o full lock;

e lock on any change;

e lock on delete.

In turn, from the point of view of synchronization tools,
three classes of sc-agents can be distinguished:

o textit sc-agents of scp-programs interpreting, which are
implemented at the sc-models interpretation platform
level and one of tasks of which is to provide the described
synchronization mechanism. In turn, the principles of
synchronization of agents of this class are more trivial
than in the case of program sc agents, and are described
separately.

o textitprogram sc-agents, providing the main functionality
of the system, that is, its ability to solve certain tasks and
working in accordance with the considering mechanism.

o sc-metaagents, task of which is to coordinate the activity
of program sc-agents, in particular, to solve the deadlocks
problem.

For more details on the locks mechanism in semantic

memory, see [38], [39].

Thus, each sc-agent can generally correspond to several con-
currently running processes in the sc-memory, the interaction
of which is regulated by the described locks mechanism.

An example of a description of locks in semantic memory
that correspond to several processes in this memory is shown
in the figure 7.

V. METHOD FOR PROBLEM SOLVERS CONSTRUCTING AND
MODIFYING

As mentioned above, all platform-independent components
of problem solvers can be represented using SC-code. In this
case, we are talking about the specifications of sc-agents, and
the full texts of scp-programs that describe the algorithms of
these agents.

Thus, the construction of the ostis-system problem solver
is reduced to the development of a special kind of knowledge
base fragment of such a system. In this regard, when construct-
ing and modifying solvers, all existing automation tools for
the knowledge bases construction and modifying using OSTIS
Technology can be used, considered, in particular, in the work
[11].

Due to that, when constructing a method and means for
solvers developing, it is necessary to clarify only some aspects
of the development that are specific to the problem solvers
based on the model considered earlier. It is important to note
that, according to the model presented earlier, the task solver
is an abstract sc-agent, and therefore the development of the
solver is reduced to the such an agent development.

To develop problem solvers on the basis of the solver model
considered, a method is proposed that assumes the use of
formal ontology of such solvers developers activity for solvers
development and is oriented to the use of reusable solver
components at each level of the structural hierarchy of the
solver being developed, which makes it possible to reduce the
complexity of their development.

The proposed method includes several stages (figure 8):

The formally proposed method for solvers constructing and
modifying is defined as follows:

Mpa = {PAc, PAR}, (6)

where PAc — a set of classes of actions performed by the
solver developers;

PApR — set of relations specifying these actions, including
relations, specifying the order of actions implementation and
decomposition of some actions into sub-actions.

The main advantage of the proposed method is its orienta-
tion to the ontology of the solver developers activity, which,
on the one hand, will allow to automate this activity, and on
the other hand, will allow to present the specifications of this
activity within the knowledge base of the IMS metasystem and
thus provide information support to the solvers developers.

VI. TOOLS FOR PROBLEM SOLVERS CONSTRUCTING AND
MODIFYING

To implement the proposed method, tools were developed
to automate the process of problem solvers construction and
modifying (TAPCM). The tools include a system for au-
tomating the process of solvers constructing and modifying,
which in turn is conditionally divided into an automation
system for the agents development and automation system for
scp-programs development, as well as the library of solvers
reusable components as part of the IMS metasystem for ostis-
systems design support. Schematically, the architecture of the
tools is shown in the figure 9:

In its turn, the library includes:

o the set of problem solvers components;

« means for specifying the problem solvers components;

o search tools for problem solver components based on
their specification;
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Figure 7. Example of the specification of locks in semantic memory

Figure 8.
modifying

Stages of the method for problem solvers constructing and

General structure of Library of problem solvers reusable
components in the language SCn:

Library of problem solvers reusable components
= problem solvers reusable component

<= subdividing*:

{

e Library of reusable problem solvers
e Library of reusable atomic abstract sc-agents

e Library of reusable programs for sc-texts processing

}
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developed components —>|  developed components. In turn, the Library of reusable abstract sc-agents has the
Error correction following structure:

Library of reusable abstract sc-agents
= reusable abstract sc-agent

<= subdividing*:

{

e Library of information search sc-agents

e Library of sc-agents of integrable knowledge
immersion into the knowledge base

e Library of sc-agents for aligning the ontology of
integrable knowledge with the basic ontology of the
knowledge base current state

e Library of sc-agents for planning solutions to

explicitly formulated tasks

e Library of logical inference sc-agents

e Library of sc-models of high-level programming
languages and their interpreters

e Library of sc-agents of knowledge base verification




e Library of sc-agents of knowledge base editing
e Library of sc-agents for automation of activity of
knowledge-base developers

}

The solvers debugging tools developed provide the possi-
bility of debugging on two levels of the solver:

« debugging at the sc-agents level;
o debugging at the scp-program level;

In the case of debugging at the sc-agents level, the act of
each agent executing is considered to be indivisible and can
not be interrupted. At the same time, debugging of atomic
sc-agents and non-atomic agents can be performed. Initiation
of an agent, including one that is part of a non-atomic one,
is carried out by creating appropriate structures in the sc-
memory, so debugging can be performed at different levels
of agent detail, up to atomic levels.

Debugging at the level of sc-agents involves the ability to set
or release the locks, enable or disable any agents, etc. Taking
into account that the model of agent interaction proposed in
this paper uses a universal variant of interaction of agents
through common memory, the considered system of agent
design support can serve as a basis for modeling systems of
agents using other principles of communication [40], [41], for
example, direct exchange of messages between agents.

Debugging at the level of scp-programs is carried out in a
manner similar to existing modern approaches to procedural
programs debugging and assumes the possibility of setting
breakpoints, step-by-step program execution, etc.

The main feature of the considered tools for solver con-
structing and modifying is their implementation on the basis
of OSTIS Technology, that is, including the use of previously
considered solver model for the tools constructing. This feature
allows to ensure the modifiability of the tools themselves,
i.e. ease of their functionality expansion, including by using
components from the permanently extending library of solvers
reusable component.

VII. CONCLUSION

The proposed models, method and tools have been suc-
cessfully applied to the development of problem solvers for
intelligent reference systems in various academic disciplines,
such as geometry, graph theory, history, chemistry, as well
as in the development of a prototype automation system for
batch production enterprises [42]. On certain examples, the
proposed approach showed such advantages as the universality
of the developed agents and the ease of modification of solvers
constructed on the basis of the proposed model.
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ATEHTHO-OPUEHTUPOBAHHBIE MOJEJIN,
METO/ 1 CPEJICTBA PABPABOTKN
COBMECTUMBIX PEIIIATEJIEIN 3ATAY

NHTEJJIEKTYAJIBHBIX CUCTEM
IMMyskesua J1.B. (BI'YUP)

[42]

Crarbga

MOCBSIIIEHA pa3paboTke areHTHO-
OPHMEHTHPOBAHHBIX  MoOjeseil, MeToda ®  CPEJICTB
pa3paboTKu COBMECTHUMBIX penareseit 33,184
WHTENIEeKTyaJIbHBIX CHCTEM, CITOCOOHBIX pemraTb

KOMILJIEKCHBIE 3aJa4n. PaccMaTpuBaioTcss TpeboBaHusl,
IpeabaBadeMbIe K TaKNM penraTesidaMm, MOJeJIb
pemaresiss 3aJad, yIOBJIETBOPAIONIErO IIPEIbsBICHHBIM
TPeOOBAHUSIM, & TAKXKE METOJ U CPEICTBa paspaboTKu U
MoAuUKAIMKA TAKUX peraTesiei.

OcHoBHOU TpPobJIEMOit, peraemMoii B paboTe, SIBJISETCS
po06JieMa HU3KOi COrIaCOBAHHOCTHU IIPUHIUIIOB, JIEZKAIINX
B OCHOBe peajiM3allii Pa3jIMYHbIX MOJIEJIell PellleHus 3a-
nad. Kak ciejcreue, 3aTpyHeHa BO3MOXKHOCTD OJHOBPE-
MEHHOI'O HUCIIOJIb30BaHUsA PA3JIUIHBIX MO,Z[e.TIeﬁ penienus
3aJ1a4 B paMKax OJHON CUCTeMBbl [PU PEIIEHUH OHOM
1 TOi XKe 3aJauM, IPAKTUIECKH HEBO3MOXKHO IIOBTOPHO
HUCIIOJIB30BaTh TEXHUYECCKUEC DPEIICHUud, peaIM30BaHHbIC B
HEKOTOPOIi cucreMe, (paKTUIECKH OTCYTCTBYIOT KOMILIEKC-
HBIE METOJbI I CPEJCTBa IMOCTPOCHUSA peIIaTeaeii 3amad.

Kak ocHoBy jis1 mmocTpoeHus pemareseil 3amad mpesi-
JIaraeTcst UCII0Jb30BaTh MHOTOAreHTHBIN 1o1x0 1. IIporece
peleHus JIo0oH 3a1aun IpeIaraeTcs JIeKOMIIO3UPOBAThH
Ha JIOTUYECKH ATOMAPHBIE JEHCTBHSA, 9TO IMO3BOJUT 00EC-
[I€YUTH COBMECTUMOCTD M MOAUMDUIMPYEMOCTh pelIaTesIeil.
Cawm periareib mpejjiaraercst pacCMaTpuBaTh Kak uepap-
XUYECKYIO CHUCTEMY, COCTOSAILYIO U3 HECKOJIBKHUX B3aUMO-
CBSI3aHHBIX YPOBHEM, 4TO MO3BOJISIET 00ECIIeYNTh BO3MOXK-
HOCTH IIPOEKTUPOBAHUS, OTJIAJKNA ¥ BEPUMUKAIINU KOMIIO-
HEHTOB Ha Pa3HbIX YPOBHIX.
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