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Abstract—An algorithm is presented that allows detecting
moving objects in a video stream at a fixed camera
position. The algorithm is characterized by low resource
consumption, what makes it possible to use it in ARM ar-
chitectures [1] or for data pre-processing on client devices.
The algorithm performs the following steps: image scaling,
clipping background, and detection of objects. Prototype
algorithm implemented in Python [2] using the OpenCV
library. It was tested on a single-board computer Raspberry
PI 3 [3], showed a performance of 20 FPS with an input
stream frame size of 1920x1280 pixels.
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I. INTRODUCTION

Currently, neural networks are widely used for digital image
processing, but they usually require significant computational
resources. Therefore, in practice, it is advisable to combine
the using of neural networks with algorithms that do not use
training, which will in some cases increase the speed of solving
problems and reduce resource consumption [6].

Neural networks show a high degree of classification of a
large number of different objects, but the performance is 6-
8 FPS [5], [7]. The solution to this problem is to use high-
performance hardware with the GPU, it is not always possible
and appropriate on grounds of the cost and energy efficiency.
One of the modern practical tasks is the real time analysis of
streaming video data. For such problems, the accuracy of the
algorithm can be neglected. There is no need to ensure the
detection of objects at each frame, it is necessary to achieve
that at least one of a series of frames of the object is detected.

This kind of task includes detection of cars using surveil-
lance cameras. There are two approaches to solving this prob-
lem, the first one is to process completely on the portable
device, the second one is to send all video stream to the server
for centralized analysis and recognition. The first approach
depends on resources, it is not always possible to use high-
performance devices on the end users of the system. In the
second approach, it is necessary to provide a reliable and secure
communication channel with high performance for connecting
client devices to the data processing server, which in modern
conditions is also costly and sometimes completely unrealizable
for a number of subjective reasons. Providing a similar channel
for multiple connections is very expensive, and the cost will
increase with connecting new devices, which indicates the
problems of scaling such a solution.

A possible solution could be the development of algorithms
that reduce requirements of throughput and the performance
of the computing server by performing preliminary partial
processing of the video stream on the end devices. This paper
proposes using a combination of transformations and filters
to significantly reduce the amount of data transmitted to the

processing server. On the resulting images, you can quickly
search for objects using cascades [8].

On the client side, cheap single-board computers with ARM
architecture [3] are offered as hardware for pre-processing. low
power, e.g., Raspberry PI 3 [2].

II. GENERAL ALGORITHM

The camera receives the data that needs to be processed. To
reduce video traffic on the client-server, the input video stream
is sent to a single-board computer, where it is pre-processed
according to a multi-level scheme. Levels are represented by
the black box model and are interconnected only by input and
output data. This approach allows the use of conveyor parallel
processing, thereby ensuring a uniform load of the existing
cores and the highest performance [4].

The diagram of processing is presented in Fig. 1 and includes
the following steps:

| input stream

Scaling and pre-processing
Backgroundlsubtraction
Object D[election
Projection Dfl coordinates

¢ regions

Figure 1. General algorithm diagram

o Scaling — provides camping downsampling as to detect
the object is not necessary for high definition.

« Background subtraction — allows you to simplify the task
of searching for objects since all objects that do not move
for a long time will be removed from the image.

« Object detection in the image — the direct application of
search algorithms and the formation of the result in the
form of coordinates of rectangular regions.

« Coordinate projection — the coordinates of the regions are
converted according to the original image size.

At the first stage, the image size is reduced and it is

converted to shades of gray:

[M]™"™ = G([M]) (1)
where M — is the original image, G — is the normalization
operator of the input image.

III. BACKGROUND SUBTRACTION

To improve the quality of image detection, it is possible
to cut off static unchangeable parts (background), we take
advantage of the fact that cameras are placed statically. This
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gives a significant advantage when searching for objects and
their recognition. The previous frames can be used to select
the background, the part which is not changing some period of
time. This part of the video frame can be removed, what will
reduce the amount of data to analyze. Thus, the background
subtraction is performed based on the available set of images
@.

[M] =|| [M]"™"™ — i M]; | @

It seems that for detecting moving objects of a given type,
there are enough background subtractions algorithms [9], but
this is not so, because it is necessary to notice not any moving
objects, but only a certain type. For example, for the task of
detecting moving cars, the classifier should not react to other
road users (pedestrians, cyclists, etc.), and in general to foreign
objects that are in the frame.

Before using the subtraction of the background operation,
an additional configuration of the scene is required to select
and classify sections of the road: curb, pavement, lanes in both
directions, etc.

In this case, at the preliminary stage, the boundaries of the
analyzed areas of the video stream will be determined. In this
case, it is possible to perform parallel processing of each of
the areas found using cascades. The use of decomposition of
the analyzed scene will reduce the amount of data processed,
increase the quality and speed of the search.

Shadows and noise in the image can complicate the work of
the background subtraction algorithm. For example, a shadow
moving together with objects may significantly reduce the
quality of detection or even lead to the impossibility of recog-
nition and classification of an object. Therefore, it is necessary
to perform image transformation in such a way that all the
"surroundings" of the desired object are removed, even if this
operation will result in distortion of the object itself.

Thus, in formula (2), it is required to specify not only
the metric used but also the set [M];. All this is determined
depending on the selected background subtraction algorithm.
When choosing an algorithm, the main criteria, determined
by the need to perform on low-performance devices, were its
resource intensity, speed, the accuracy of correctly detected
images after background clipping.

The following algorithms were analyzed:

¢ MOG - based on a Gaussian mixture model [10].

¢ MOG?2 — based on MOG ideas, the main feature is that the
algorithm chooses an approximate number of Gaussian
distributions for each pixel [11], [12].

¢ GMG - algorithm combines a statistical evaluation of
the original image and pixel-by-pixel Bayesian segmenta-
tion [13]. After evaluating the first frames, the algorithm
finds the objects separating them from the background.

o KNN - based on the k-means algorithm [14].

As a result of computational experiments, at the preliminary
stage, methods based on the k-means algorithm were excluded,
since they were less effective according to the specified criteria.

MOG uses a number of Gaussian distributions, also called
Gaussian components, to simulate the background of pixels.
Each pixel has its own set of Gaussian components. Each
component needs three parameters: the average (background
intensity), weight (as an indicator of the significance of the
component) and the standard deviation of intensity [15], [16].

MOG?2 is an improved version of the MOG algorithm, and,
due to the possibility of adaptively adjusting the number of
distributions for each pixel, is more resistant to changes in
lighting on the scene. This is a significant advantage, making it
possible to use this algorithm on external observation cameras.
For the task of detecting cars is an important condition. The

algorithm should work steadily throughout the day and when
the weather conditions change.
As a result, formula (2) was converted to the form:

[M]7%(a") = p(@'|BG) = ) mN(ui,0I) (3

k=1

where K - the number of Gaussian components, each with a
weight w; ; and intensity f;; and standard deviation o; ¢, N —
normal distribution.

The following parameters for the MOG2 algorithm were
calculated empirically: the number of Gaussians is 2, the
filtering of shadows, and the complexity reduction threshold
that determines the number of examples needed to determine
whether an image component exists or not. Such values allow
you to deal with various noises in the video, shadows, camera
vibration. At the same time, which is very important, the
possibility of classifying objects does not deteriorate. For
analysis, 10 frames were used with the quality of shooting 20
FPS. This number of frames is enough to detect the movement
of objects and allows you to select the background (Fig. 2).

Figure 2. Background subtraction

IV. OBJECT DETECTION USING CASCADES

Algorithms that use the idea of cascades show their effec-
tiveness when searching for one type of objects in an image
[17].

The basis of these algorithms are the Haar primitives [8],
which represent the discretization of a given rectangular region
into sets of heterogeneous rectangular subregions. In the origi-
nal version of the algorithm, only primitives without turns were
used, and to calculate the feature, the difference of the sum of
the brightness of one region from the sum of the brightness of
the other subregion. When developing the approach, we began
to use oblique primitives, instead of calculating the difference
in brightness, it was proposed to assign a separate weight for
each subdomain and calculate weighted sums of features for
different types of areas. Thus, a set of classifiers is compiled,
each of which is assigned a weight during training; training is
usually performed using the AdaBoost algorithm.

The advantage of the Viola-Jones algorithm is the ability to
quickly calculate signs using the integral representation of the
image. This means that to calculate the sum of the intensities
of pixels in the selected area, you can use 4 values of the
sum of intensities s1, S2, s3, s4 from which you can calculate
the value in a given area 4. The construction of the integral
representation of the image has complexity O(n) where n is
the number of pixels in the image. The amount of light in the
given area 5.

D = s1 4 s4 — (s2 + s3), C)]
TSi YSi

8 = //I(x,y)dxdy ~ ZZH%ZUL ®)
g x=0y=0

where S is the sampling primitive, I (z, y) — pixel intensity with
coordinate (x,y) xs; — boundary coordinate = of rectangle Si
ys; — boundary coordinate y of rectangle Si i = 1,4.
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To determine class membership, a classification function
is introduced in each stage. Each "weak" classifier produces
two values, depending on whether the value of the attribute
belonging to this classifier is greater or less than the specified
threshold. At the end, the sum of the values of "weak" classi-
fiers is compared with the cascade threshold and the decision
is made whether the object is found or not by this cascade 6. In
the process of learning a lot of classifiers are built and weights
are selected for each of them. The resulting classifier is used to
determine whether the site belongs to the desired object class 7.

k
U(z) = sign[z wiRi(z)] (6)

i=1

where is "weak" classifier, w; — weight of i-th classifier; k —
the number of classifiers.

As a result of background subtraction, a filtered image
is obtained, which is divided into regions r using the E()
operator:

r=E(M]"),

each found region, we introduce a classifier using 4, which
returns the probability of finding an object in the region.

W(o;) =1,ifo; €1 @)

where: o; — the desired object.

The use of only signs of Haar makes it possible to find
more than 80% of the objects. Change video angle, scale, etc.
the quality of recognition with the use of cascades sharply
deteriorates [18]. In practical terms, the number of signs
increases nonlinearly, which significantly reduces the speed
of the algorithm. In this case, you need to either limit the
possible situations, for example, only for a certain camera
position (distance, and rotation angle), or add additional video
processing to reduce the set of features without presenting
special video requirements. The proposed modification of the
algorithm is undemanding to the initial configuration.

This algorithm is undemanding to computing resources and
can be implemented on almost any modern ARM processor,
which allows the proposed concept to be used to build complex
recognition systems.

V. DATA PREPARATION AND TRAIN CLASSIFIER

High-quality data preparation is the most important step in
the development of the classifier. The algorithm will work
effectively only when there is a lot of data collected that
maximally covers all possible variations of the objects being
classified. In relation to the task of detecting cars, you need
to select photos taken from different angles and from different
angles. Also in the training set should get cars with different
color shades.

To train the cascade on "raw" images, you need to prepare
more than a thousand samples, with an approximately uniform
distribution of different combinations of colors, models and
angles.

Due to the non-linear dependence of computational com-
plexity and quality of classification on the number of features,
combining all the properties of objects in one classifier leads to
an increase in resource intensity and a drop in the recognition
rate of the desired object. Therefore, by applying background
subtraction as a side effect, very simplified car images are
obtained, which makes it possible to neglect the different color
shades of the original images.

Thus, it is proposed to introduce an additional step in
preparing the training data: the source video stream is pro-
cessed by the background clipping algorithm. And to achieve

maximum accuracy of the classifier, you need to use the same
configurations for background clipping, which will be used in
a working system. An example of an image before and after
applying a filter is shown in Fig. 3.

To train a classifier, it is necessary to assemble a set of
negative examples - background images, and objects that should
not be detected.
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Figure 3. Examples of images for training, on the left are positive

examples, on the right are negative

For classifier operation, it is recommended to use at least 500
positive examples of images, 2-4 times more negative ones.
It is also recommended to use augmentation, with reflection
horizontally, scaling, and turning in the limit of 15 degrees.

VI. EVALUATION

The article presents an algorithm that is not demanding of
computational resources, characterized in that it is a combi-
nation of image processing and detection algorithms, which
allows video to be processed in real time. The first is the
clipping of the background based on the previous frames, then -
learning the cascade on the resulting images. After clipping the
background image, a lot of noise is produced, but the vehicles
have expressive boundaries, resulting in a simple set of features.

The combination of algorithms allows to achieve high pre-
cision detection of passenger cars (about 95%) and process up
to 20 frames per second with a resolution of 1920x1280. An
example of detection is shown in Fig. 4.

Figure 4. Detection Results

The proposed algorithm can be used to build traffic monitor-
ing systems, as well as subsequent statistics collection, which
will provide the most relevant information about the state of a
city’s roads at any time . The introduction of monitoring sys-
tems makes it possible to apply various mathematical models to
optimize traffic, because automatic systems for collecting statis-
tics from highways will allow you to accumulate a sufficient
amount of information that can be used in conjunction with
machine learning algorithms in order to improve throughput
and safety of highways. Also, the collected information will
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be very valuable when making changes in traffic (for example,
closing the street, or expanding it), the information collected
will always be relevant, which means modeling changes in
traffic will provide the greatest efficiency.

The resulting algorithm can be used to build statistics
collection systems with preliminary data processing on the
device. Low algorithm requirements make it possible to use
low-power devices.
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3®PEKTUBHBII AJITOPUTM
JETEKTUPOBAHMSI OFBEKTOB HA
BUJEONOTOKE AJJATITHPOBAHHBII 11
ARM APXUTEKTYPBI

Kypouka K.C., Hecrepens I1.I.

IIpencraBieH anropuT™, MO3BOJSIONIHNIA JETEKTUPOBATD
NBIDKYIIECS] OOBEKTH B BHICONOTOKE MpPU (DUKCUPO-
BAHHOM IIOJIOKEHUM KaMEpbl U OTJIMYAIOLIUICA HU3KON
PECYpPCOEMKOCTBIO, UTO IO3BOJISIET €ro WCIIONb30BaTh B
ARM apxurektypax [1] i as npegBaputesbHO# 0Opa-
OOTKM JIaHHBIX Ha KOHEUHBIX (KJIMEHTCKUX) YCTPOCTBaX.
AJITOPUTM peau3yeT CJieIyIOIIMe STAIlbl: MacIITaOupoBa-
HUS1 M300pakeHus1, OTcedeHus (hoHa, U IeTEeKTUPOBAHUS
00beKkTOB. TecTUpoBaHME AJTOPUTMA, PEATU30BAHHOTO
Ha s3bike Python [2] u ¢ ucnonb3oBaHueM OUOIMOTEKH
OpenCV, Ha opmHoIIaTHOM KommbloTepe Raspberry PI
3 [3] nokasano npousBogutenpHocTs — 20 FPS npu
pasmMepe Kajapa BxogHoro notoka 1920x1280 Touek.
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