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Abstract—The article describes an algorithm for creating
a linguaacoustic data array for Belarusian text-to-speech
systems, which consists of 350 communicative-syntactic
units of a text corpus with coverage of all possible syn-
tactic structures of statements and full punctuation of the
Belarusian language. It also gives a reason for creating such
resources for synthesizers, depicts its constituents and the
principle of material processing.
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I. INTRODUCTION

Today computer technology is used in almost all
spheres of human activity. One important area of its
application is the development of text-to-speech systems
(TTS), which automatically convert an electronic text to
speech. High-quality TTS have wide potential in various
fields of economy, science, culture, medicine, education
and others [1]. There are a huge number of synthesizers
that handle different languages. Speech synthesis and
recognition laboratory of UIIP NASB for the past 55
years has been developing belarusian text-to-speech and
recognition systems. Today, stationary platform of syn-
thesizer "Multiphone-4”, speech synthesizer for mobile
platforms and its internet-version are built up [2]. The
main feature of these developments, in particular an inter-
net synthesizer, is an open free access following the link
http://www.corpus.by/tts3/ [3]. The functionalities of the
synthesizer are quite high and diverse, but there are some
drawbacks. Therefore, the relevance for a linguaacoustic
data array is explained by the necessity of improving the
quality of information processing, adding supplementary
functions and testing existing ones through linguistic
resources for such systems in the Belarusian language

[4].

II. THE RELEVANCY OF LINGUAACOUSTIC DATA
ARRAY

Modern computer technologies allow for collecting
and analyzing linguaacoustic resources, building them
in TTS through regular formal rules and algorithms
that have been outlined by natural language. Under
linguaacoustic resources is meant a set of organized
in a certain way speech and language data which are

saved in machine storage media and are used in various
fields of practice (education, industry, economy, culture
and art, etc.) [5]. Large linguistic data files are used
for creating and developing efficient systems of text
and speech processing. In TTS under linguaacoustic
resources is understood an array of language data, which
analyze and test the input text (see figure 1). The general
scheme of the speech synthesizer is as follows[6]: an
input text is primarily processed by the text proces-
sor, in which word stress, letter-phonemic processing,
its splitting into syntagmas, the choice of intonation
type for each syntagma are taken place. Then marked
phonemic text is fed to the input of two processors:
prosodic and phonetic. The phonetic processor generates
positional and combinatorial allophones of phonemes.
The prosodic processor determines the current values of
the amplitude and duration of sounds, as well as the
frequency of the fundamental tone. It also answers for
the right and emphatic intonation of voiced text (see
figure 2). Prosodic processor requires more rework in
the Belarusian text-to-speech synthesizers, then under
linguaacoustic data array is meant voiced marked dataset
with all the intonation signs, types and constructions.
Therefore, the main concept in this paper is voiced data
with intonation marking.
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Figure 1. The structure of tex-to-speech systems
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III. CRITERIA FOR MATERIAL COLLECTION

Due to the fact that the linguaacoustic data array is
being created for TTS to process text into emphatic
speech, we must collect the material which formal al-
gorithm could analyze. Since Belarusian synthesizers
(BTTS) don’t have syntactic parser, the machine will be
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able to analyze an incoming text only by formal indi-
cation. These are syntactic structure of the sentence and
punctuation. BTTS dataset should include sentences or
expressions with various schemes of syntactic structures
and punctuation. The syntactic structure of the sentence
the Belarusian literary language is divided into [7]:

1) Simple sentences:

« one-member sentences;
« two-member sentences.
2) Complex:
e compound;
o complex;
« conjunctionless sentences;
« mixed complex sentences with include differ-
ent types of complex sentences.

Except for the syntactic structure of the Belarusian
language we are interesting in punctuation, as punc-
tuation markers are formal indicators of the number
of syntagmas and accentual units and the conditional
indicators of intonation type in text. Therefore, we turn
to the analysis of the following items [8]:

1) The communicative type of statement (narrative,

question, imperative);

2) Punctuation used in this sentence (period, ques-
tion mark, exclamation point, comma, semicolon,
colon, dash, hyphen, parentheses, brackets, braces,
apostrophe, quotation marks, and ellipsis);

3) Number of syntagmas in this statement.
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Figure 2. The prosodic processor structure

IV. THE COMPOSITION OF LINGUAACOUSTIC DATA
ARRAY

The edition "“Bielaruskaja litaraturnaja spadcyna: an-
talohija u 2 tamach” was shoosen as bulk material for

the data array. It equips belarusian masterpieces of XX -
XXI cc. Their authors are A. Adamovich, G. Dolidovich,
R. Borodulin, A. Vertinsky, J. Yanishchits, N. Gilewicz,
A. Makayonok, P. Brovko et al [9]. As noted above,
we have drawn attention to the main three points while
collecting the data. Thus, 350 communicative-syntactic
units have been defined, 100 of which will make lin-
guaacoustic database, while the remaining 250 will be
used for testing BTTS after inserting and verificating
linguaacoustic database as part of a speech synthesizer.
With 100 units selected 50 are narrative (about three, four
statements for each syntactic unit of the text, taking into
account all possible syntactic constructions), 50 occur
in interrogative and imperative sentences. In the process
of selecting interrogative sentences we have taken into
account w-questions, general questions, questions which
begin with participle and the number of syntagmas.
Imperative statements were collected on the basis of
emotional or intention of expression and the number of
syntagmas [7].

Unfortunately, today there is no computerized software
for the determination of the accent structure. This process
is manual. Collected material is marked in accordance
with the conventional signs, introduced by the author,
such as stress (nuclear stress and secondary), boundaries(
the border of phonetic syntagma and the border of pho-
netic phrase),tones Tags (rising tone, falling tone, rising-
falling tone, falling-rising tone; rising + neutral + falling
tone;rising - falling + neutral + rising - falling tone;
falling-rising +neutral + falling-rising tone; intonation
of incompleteness, understatement, which is understood
(is used in the blank). A fragment of the markup text
material for a database is shown in Table 1. It transmits
the type of statement, calls the sentence structure, the
number of syntagmas, the author remarks, syntactic unit
and its marked-up version.

The next step is experimental recording of
communicative-syntactic units with all intonation
features of the Belarusian literary language. For this,
the program Sonic Sound Forge 11 was chosen for the
further audio recording, its editing and marking. Since
this is a test recording and audio signal processing,
adhere to the basic recording conditions: 8000 Hz 16
bit Mono on a simple or a built-in microphone system
[10].

After recording, the regions are accentuared (nuclear
(n), prenuclear (p) and postnuclear (t)) in a sound track
for visual perception of graphic contour, the quality of
its recording. For this we use program Inton@trainer.
Figure 3 illustrates the process of recording a narrative
sentence Cioplaje pavietra pieralivalasia na so+ncy in
Sonic Sound Forge. Then the audio has been divided into
regions (nuclear (n), prenuclear (p) and postnuclear (t))
(see. Figure 4). This procedure is necessary to assess the
correctness of statement’s intonation marking to accent
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TABLE 1. The fragment of the marked text corpus for linguaacoustic data array

Pazvenanst craz

llgn1ae /mage=1pa

Tepantieatacg Ha \Co+HLEI ||

Axn /cnako=HHBIX | TPOXY
TaXiTeHBIX /Kataco=y |
JIBIXATA TIpbIeMHat |

/Cynaro=H | /mi=ma | 1
\\mpo+xaTag3p \MmaHaBami

/Kotnac || rata ci=mean
[HBIIA | /adpamss+HAA

\\xmeGapo+Gal| &n
CKIAJaclIa | 3 HeKaIbKiX

Ta '\ cycTpa+usi ||

Koasracus
cinmazm

Aymap

Totn iHmManausti  6LIKA36AHHA

—_

1HT. 3aBepmanacui A ATaMOBId

2 inT. 3aBepmanacti 1. Ysrpemay

3 iHT. Hezapepmanac [ Menex

iHT. IepaTiTIHHA
+ iHT.

4 3apeprmaHacii I. Menex
IHT. yOaKt. + 6T
TepaTidsHHA +
iHT.

5 HegakazaHacIl I Menex

1 inT. mabymsonns  I1L.Bpoyxka

Toin Cmpyrmypa
6LIRUS6AHHA  CKA3A Craz
anaBAlaTbHBl  HA3BIYHBI Panina. \ Pa+mina ||
ll¢nnae mageTpa
anapAJATLHEl  IByXcacTayHel IepaTiBaTacd Ha COHIIEL
AI criakoHHBIX, TPOXY
TaXiTeHBIX KaTacoy
TIPOCTEI + JIBIXATA TIPbIeMHAaT
amaBpATATHEHBl  I3€STp. 3B. pagacis. pa+macrs ||
npoctel +agH. | Cymakoff, mima i
anapATAThEHBl WL TpoxXaTansh MaHABam TYT. TYT |
Komac — rata civMBaa
JKBILIA, aTpalUKIHHA, IUIE=H Tparkl
TI€H npaikl x1edapoba,
&H CKIagaeIma 3
anaBAJaTbHBl  CMeIlaHEB HEeKATLKIX 3APHATAK... \3gpraTaK/||+
nabymxatsHel  Gopma et Ja cycrpsdsr!

Figure 3. An audio recording and marking regions of the sentence
Cioplaje pavietra pieralivalasia na so+ncy in Sonic Sound Forge

units and sound quality which is wholesome for the
further recording of full version by an expert. This
procedure is made in the software "Inton@trainer" [11].
This Application is used as an instrument in a number
of scientific and practical studies, namely the study of
individual, emotional and stylistic features of intonation.
Comparative evaluation of speech intonation in norm
and pathology. Estimation of the intonational quality
of synthesized speech. Figure 4 notes tonal intonation
contour of Cioplaje pavietra pieralivalasia na so+ncy,
where you can check the quality of sound, estimate the
correct marking of regions (in the figure 4 nuclear region
is mentioned by vertical lines).

The above mentioned steps are performed for all 350
units of the text material on the basis of which further
linguaacoustic database will be created. An updated table
of text material comprises a reference to the audio file
and displays the graphic contour of communicative-
syntactic units (Table 2). According to this link, the
user will automatically follow a link into a folder with
the necessary material, which is stored in the cloud on
Google drive of the author.
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Figure 4. Graphic tonal countour of the sentence Cioplaje pavietra
pieralivalasia na so+ncy in Intontrainer

V. CONCLUSION

The algorithm for compiling linguaacoustic data array
is shown above. The development of linguaacoustic
resources for the belarusian text-to-speech synthesizer
makes it possible to improve the quality of the system’s
functionality, continuous testing, analyse input, interme-
diate and final data for the development and improvement
of the system, collect new linguistic resources. Linguaa-
coustic data array will allow to solve various problems.
In particular, it makes possible to voice text information
with a clear and distinct speech, which is similar to the
human.
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JIMHI'BOAKKYCTHYECKHE PECYPCBI IJI1A
BEJIOPYCCKOA3BIYHBIX CUCTEM
CHUHTES3A PEYN

3enoBko E.C.

B craThe OMUCHIBAETCS ATOPUTM IO CO3[AHHUIO JIMHI-
BOAKYCTHYECKOTO MAacCHBa JJAHHBIX JIJIs O€JI0PYCCKOS3BIY-
HBIX CHCTeM CHHTe3a pedd, KoTtopass cocTtouT u3 350
KOMMYHHKATHBHO-CHHTAKCUUECKUX €JUHUIl TEKCTOBOTO
KOpIlyca C OXBATOM BCEX BO3MOKHBIX CHHTAKCHYECKHX
CTPYKTYpP BBICKa3bIBaHMi1 M MOJHOW MyHKTYyarumen Oelo-
PYCCKOTO s13bIKa. AKTYaJIBHOCTb CO3JJaHHsI TOI00HO Oa3bl
JaHHBIX O0YCJIOBJIEHA TEM, UTO CYLIECTBYIOIIIE CUCTEMBI
CHHTE3a pevyd Ha OeJIOPYCCKOM SI3BIKE, HEeCMOTpsl Ha
BBICOKHMI1 YPOBEHb KauyecTBa, JAJIEKH OT COBEPIICHCTBA.
OnHoi M3 BO3MOXHOCTEH UCIIOJIb30BaHMUS CHHTE3HPOBAH-
HOU peud sIBJISIETCS] OCYLIECTBICHHE COBPEMEHHBIX KOM-
MBIOTEPHBIX TEXHOJIOTHA, TIO3BOJISIIOIINX MPOBOAUTH COOp
U COBEpIICHCTBOBAHUE JMHIBUCTUUECKUX PECYPCOB IS
MOJOOHBIX CUCTEM U yIydllleHHe UX (PyHKIIMOHAIBHOCTH
yepe3 (hopMasibHBIE PEryyispHble NpPaBUia U AITOPUTMBL,
HaIMCaHHbIe Ha €CTECTBEHHOM s3bIKe. Pa3zpaboTka HeoO-
XOIMMBIX JIMHIBAaKYCTBIUYHBIX PECYPCOB Ui CHHTE3aTo-
pa pedr OTKPBIBAET BO3MOKHOCTb YJIyUIICHHUS] KayecTBa
(pyHKLIMOHATBHOCTH CHUCTEMBI, IOCTOSTHHOTO TECTHPOBa-
HMsI CUCTEMbl, aHalM3a BXOJHBIX, IPOMEXYTOUYHBIX U
WTOTOBBIX JaHHBIX JUIsI JIOPAOOTKH M COBEPLICHCTBOBAHUS
cUcTeMsl, cOOpa HOBBIX JIMHIBUCTHYECKUX pecypcoB. Co-
31aHMe Ga3bl IO3BOJIUT pelIaTh PasHOOOpa3HbIE 3a/1auH.
B vacTHOCTHU, IPOBOJUTH O3BYYMBAHUE IJIEKTPOHHBIX TEK-
CTOB BBIPA3UTENIBHON PEeUbI0, MOTOOHO YeJIOBEUECKON.
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