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Abstract—In Supervised Learning, traditionally, training
is aimed at constructing an algorithm that in the future
should carry out the correct classification of objects. The
initial training sample is formed on the basis of classes
alphabet and an a priori features dictionary, and then,
in the process of training, separating surface classes are
constructed. A practically useful classifier is constructed
in result, but nothing can be learned about the properties
of classes. An alternative approach to Supervised Learning
is proposed, which is aimed at studying of the of classes
properties at revealing the hidden interpreted patterns.
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I. INTRODUCTION

The development and implementation of new methods
and algorithms of machine learning in order to increase
the efficiency of processing the accumulated data arrays
is one of the most important tasks of computer science
[1].

Today, the progress in practical use of artificial intelli-
gence technologies is completely depends on an increase
in the effectiveness of Machine Learning (ML) methods
and tools [2]. The most important and determining stage
in ML is training, which is implemented on the basis
of the data training samples and is aimed at identifying
empirical patterns [3].

As part of a traditional approach, the result of Super-
vised Learning is the classification algorithm, which is
actually a practically useful “black box”, but which can
hardly be interpreted.

The article proposes an alternative approach to Su-
pervised Learning, which is based on study of the class
properties and identification of the informative features
combinations that provide class distinction. The results
of the practical application of the approach based on a
real dataset are described.

II. IMPLEMENTING MACHINE LEARNING BASED ON
SUPERVISED LEARNING

Formally, the Machine Learning process based on
Supervised Learning can be represented as the following
chain of transformations:
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where S is the alphabet of classes; C is a set of observed
characteristics; A — a priori dictionary of features; T —
training samples; I — a refined dictionary of informative
features combinations to construct the decision spaces;
P — classifier built on the basis of class patterns; R
is the set of solutions; F1 — algorithm for obtaining
the observed characteristics; F2 — algorithm to construct
an a priori features dictionary; F3 — training samples
generation algorithm; F4 — an algorithm for identifying
the informative attributes combinations of an a priori
dictionary to construct the decision spaces; F5 — an
algorithm for constructing a classifier based on class
patterns in decision spaces; F6 — P-based classification.

The alphabet of classes S, the dictionary C of ob-
servable characteristics, and the a priori dictionary of
attributes A are developed by experts. The training
samples T is formed on the basis of the states of objects
observations taking into account S, C and A as a result
of algorithms F1 and F2 execution.

Based on the analysis of the training data samples, a
study of features combinations from the a priori dictio-
nary is made and a refined dictionary I is formed. Com-
binations of features that turned out to be uninformative
in terms of the class patterns separation are not included
in the refined dictionary L

We exclude from the training set the lines corre-
sponding to the characteristics that did not fall into the
updated dictionary I. Using the new training data set, we
first construct the class patterns in the form of cluster
structures and then use them to build a classifier.

The decision to assign a recognized object to a certain
class is based on the study of the object belonging to the
class pattern.

III. AN ALTERNATIVE APPROACH TO SUPERVISED
LEARNING

In Machine Learning, based on Supervised Learning,
actually two tasks are solved sequentially: 1) training and
2) classification. As a result of solving the first problem,
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a classifier constructed, which then is used to solve the
second problem.

The results of existing methods and tools in the area
of Supervised Learning analysis suggest two approaches
to the implementation of the learning process.

At present, such an approach in which training is
reduced to constructing decision rules that provide an
extremum for a certain criterion is traditionally accepted
and is universally used. The class of decision rules is a
priori specified up to parameters, and training involves
finding such parameter values that provide an extremum
for the selected criterion.

On use of a priori dictionary of features applied to
construct the training set attention does not payed. It is
believed that the space to describe objects is given, and
it is only necessary to build a separating surface in this
space within the criterion framework.

An alternative approach to learning is based on the
idea of finding such features combinations from the
a priori dictionary that are most informative from the
point of distinguishing classes. The identification of
these features combinations occurs as a result of the
feature spaces construction in which class patterns do not
intersect [4]. After this, the procedure for constructing a
classifier becomes trivial.

In the framework of the traditional approach to Super-
vised Learning, it is believed that a space for describing
objects is given and it is necessary to build a separating
surface in this space.

The practical application of the traditional approach
has effectively solved a large number of different applied
problems.

Especially exciting results were obtained in the area
where the artificial neural network technologies are used.
However, although neural network technologies provide
for virtually automatic training, the problem of interpret-
ing the revealed patterns has not yet been solved. Then,
it turns out that the useful result obtained from resource-
intensive process of preparing the training samples (up
to 80% of all costs) is only the classification algorithm,
which is actually a “black box”.

Note that at present, in machine learning, the focus
is done on all methods to construct the classification
algorithms is the “Achilles heel”, since they allow us
to separate class patterns, but do not find out anything
about the properties of classes.

In order to study and identify the properties of classes,
an alternative approach to learning can be proposed,
which is based on the assumption of the compactness
hypothesis that compact sets in the attribute space cor-
respond to class patterns.

Obviously, in the a priori dictionary there may be
features that are not informative from the separating class
patterns point of view, and then objects of one class are

either placed non-compactly in the attribute space or are
scattered among objects of another class.

Based on the analysis of data from the training sam-
ples, it is proposed to identify such combinations of
features that provide separation of class patterns. In this
case, the training will actually be aimed at identifying
feature spaces in which the compactness hypothesis is
confirmed [5].

Note that, firstly, found features combinations can be
interpreted within the framework of the subject area, and,
secondly, they can be used to construct the classification
algorithms [6].

IV. SUPERVISED LEARNING BASED ON ANALYSIS OF
CLASS PATTERN PROPERTIES

The classical formulation of the Supervised Learning
problem assumes that there are many descriptions of
objects X and many acceptable answers for their classi-
fication Y. There is an unknown target dependence y*: X
— Y, values X"={(X1,y1),-.,(Xm,¥m)} Which are known
only for objects of the training set. It is necessary to
construct an algorithm a: X — Y that would approximate
this target dependence, not only on the objects of the
finite sample, but also on the whole set X.

To solve the problem, a certain class of algorithms is
preliminarily specified up to parameters, and training is
reduced to finding the values of the parameters providing
an extremum for the selected criterion.

When solving the tusk, a number of problem points
arise:

1) The choice of the model A = {a : X — Y} is
a non-trivial task and requires the participation of
a qualified specialist, which ultimately allows to
implement only an automated, but not automatic
learning mode.

2) The class-separating surface is constructed on the
basis of the data of the training sample X™, and
the question of the information content of the used
features from the a priori dictionary remains open.

3) The constructed algorithm a : X — Y approximates
the unknown target dependence, but is actually a
“black box” that cannot be interpreted.

If an alternative approach to Supervised Learning is
used, one can avoid these disadvantages. The statement
of the learning problem in this case is as follows: let there
be a lot of descriptions of objects X and a set of valid
answers for their classification Y. There is an unknown
target dependence y*: X — Y, values X™ = {(xy, y1),
..oy (Xm, Ym)} which is known only for the objects of
the training set. Then it is required to find the feature
subspaces in which class patterns do not intersect.

Suppose that training samples X™ = {(X1, Y1) - -, KXms,
ym)} is formed on the basis of the dictionary features
F = {fi,..., fy}. Denote by V = {vy,..., vq} the set of
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all possible combinations of features from F. Then V
contains g=) ., C:=2"-1 subsets.

The search algorithm of feature subspaces in which
class patterns do not intersect on data set V = {vy,...,
Vq} consists of the following nine steps:

STEP 1. Choose from V a subset of V*={v*,,. .. v*,},
where v*; contains only one attribute.

STEP 2. For each v*; build the class patterns and evaluate
their relative placement.

STEP 3. Include v*; in result set V'={v"(,...,v"c} if the
class patterns do not intersect.

STEP 4. Exclude from the set V={vy,..., vq} the subset
V*={v*,... v} and get VN ={v" ... v/, ).

STEP 5. Exclude from V” all combinations v”;, that
contain any combination from V*={v"|,...,v'}.

STEP 6. Take the next combination v”; from V” and
based on it construct a feature subspace.

STEP 7. In this feature subspace, we build class patterns
and evaluate their relative positioning.

STEP 8. If the class patterns do not intersect, then include
the combination of features v”; in the resulting set V"
and exclude from V” all combinations that contain v*;.
STEP 9. The process is repeated until V” becomes
empty.

As a result of the analysis of all elements V={vy,...,
vq}, the set V'={v"|,...,v";} will be constructed, where
0 <t < q. Based on the combinations v e V', we
formulate previously hidden and empirically revealed
patterns: “in the feature space of the subset v"; the classes
do not intersect”.

Since the combinations of features v*; can be in-
terpreted within the framework of a specific applied
problem, then all the revealed patterns can be interpreted.

The combination of features v*; € V™ defines the
solutions spaces in which class patterns do not intersect.
For class patterns inside such spaces, the compactness
hypothesis is confirmed, and therefore the construction
of classification algorithms is straightforward.

V. RESULTS OF DATASET ANALYSIS

We demonstrate the results of applying the proposed
algorithm to detect patterns based on cluster structures.
We have used the Mushroom dataset, which is hosted in
the UCI Machine Learning Repository [7].

The Mushroom dataset contains data on 8124 in-
stances, 3916 of which belong to the Poisoned class, and
4208 to the Eatable class. 22 attributes were used to de-
scribe instances: odor, gill-color, ring-type, stalk-color-
below-ring, stalk-color-above-ring, spore-print-color,
ring-number, veil-color, cap-surface, cap-shape, cap-
color, gill-attachment, gill-spacing, stalk-shape, bruises,
stalk-root, gill-size, veil-type, stalk-surface-above-ring,
stalk-surface-below-ring, population, habitat.

Table 1 shows the results of a study of the intersection
of class patterns based on a single attribute. The table

shows that the odor attribute provides a good separation
of the Poisoned and Eatable classes.

Table T
RESULTS OF THE FIRST NUMERICAL EXPERIMENT

Attribute Intersection (%)
odor 3.06
gill-color 55.26
ring-type 65.99
stalk-color-below-ring 87.44
stalk-color-above-ring 87.85
spore-print-color 98.16
ring-number 99.08
veil-color 99.80
cap-surface 99.90
cap-shape 99.90
cap-color 100
gill-attachment 100
gill-spacing 100
stalk-shape 100
bruises 100
stalk-root 100
gill-size 100
veil-type 100
stalk-surface-above-ring 100
stalk-surface-below-ring 100
population 100
habitat 100

Table 2 presents the results of two attributes combina-
tions analysis. Table shows data on the 10 most suitable
for separating the Poisoned and Eatable classes from
the 230 possible combinations.

Table IT
RESULTS OF THE SECOND NUMERICAL EXPERIMENT
Combination attributes Intersection (%)
odor, spore-print-color 1.23
odor, habitat 2.15
odor, cap-color 2.45
odor, gill-color 2.45
odor, stalk-color-below-ring 2.45
odor, stalk-root 2.86
odor, stalk-color-above-ring 2.86
odor, veil-color 2.86
odor, cap-surface 2.96
odor, cap-shape 2.96

It turns out that patterns of the Poisoned and Eatable
classes stopped to intersect only in feature spaces formed
by combinations of 4 features.

Table 3 shows the results of a numerical experiment
based on combinations of four attributes. Only 13 fea-
tures from 7315 possible combinations were identified
in which the intersection of the Poisoned and Eatable
classes patterns have not intersected.
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Table III
RESULTS OF THE THIRD NUMERICAL EXPERIMENT

Combination attributes Intersection (%)

odor, habitat, population, stalk- 0.0
color-below-ring

odor, habitat, population,spore- 0.0

print-color

bruises, gill-spacing, spore-print- 0.0
color, stalk-root

bruises, cap-color, spore-print- 0.0
color, stalk-root

bruises, gill-size, spore-print- 0.0
color, stalk-root

bruises, ring-number, spore-print- 0.0
color, stalk-root

bruises, population, spore-print- 0.0
color, stalk-root

odor, bruises, habitat, stalk- 0.0

surface-above-ring

odor, habitat, ring-type, stalk-root 0.0

odor, population, spore-print- 0.0
color, stalk-root

bruises, habitat, spore-print-color, 0.0

stalk-root

odor, cap-color, habitat, stalk-root 0.0

odor, habitat, stalk-color-below- 0.0
ring, stalk-root

CONCLUSION

This paper presents an alternative approach for execut-
ing the Supervised Learning procedure, which is based
on an analysis of the attributes properties of an a priori
dictionary.

The purpose of training is to search for feature sub-
spaces in which class patterns do not intersect. Class
patterns are represented as cluster structures.

The learning algorithm allows to automatically analyze
the training data samples and identify the most informa-
tive features in terms of class separation.

The results of the learning algorithm application to
solve the classification problem are presented. The Mush-
room dataset from the UCI Machine Learning Repository
has been used.
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OOyueHue ¢ yunTejeM: OT HOCTPOEHHS
aJropuTMa KjiaaccuuKanuu K BbISIBJIEHUIO
CKPBITHIX HHTEPIPETHPYEMBbIX
3aKOHOMEpPHOCTeMl

Ponuenko B.I.

OOyueHue ¢ yunTesieM HalpaBJIeHO Ha MOCTPOEHUE aJITOPHT-
Ma, KOTOPBIi B Ja/IbHEHIIIEM JOJIKEH OCYIIECTBIISITh IPABUIIbHYIO
kiaccudukanmio o6bekToB. McxomHas oOydaiorasi BhIOOpKa
¢opmupyercss Ha ocHOBe ajdaBUTa KJIACCOB U AalpUOPHOTO
CJIOBaps MPU3HAKOB, a 3aTeM B Ipoliecce 00yYeHHsl CTPOSTCH
pazzesolre KJIacChl HOBEPXHOCTU. B pesynbrarte nomydaercs
HPaKTHYECKH MOJIE3HBII KiacCUHUKATOP, HO O CBOWCTBAX KJlac-
COB HMYEro y3HaTh He ynaercs. IIpe/ulokeH albTepHATHBHbIA
HoAX0J K OOYUEHHIO C y4uTesleM, KOTOPbIii HalpaBJieH Ha Uc-
Cclle[JoBaHUe CBOMCTB KJIACCOB M Ha BBISIBJICHUE CKPBITHIX MUHTEP-
NpeTUpyeMBIX 3akoHOMepHocTeil. llesbio oOyueHus sBsieTcs
HOUCK TPU3HAKOBBIX MOIMPOCTPAHCTB, B KOTOPBIX MATTEPHBI
KJIACCOB He nepecekaioTcs. [TaTTepHsl KJIaCCOB NPEACTABISIOTCS
B BUJIE KJIACTEPHBIX CTPYKTYp. AJITOPUTM 0OYyUEeHHsI NO3BOJISAET
ABTOMATHUYECKH [IPOBECTH aHAIU3 JJAHHBIX 00yualoleil BHIOOPKU
Y BBISIBUTH HanboJiee MH(OPMaTUBHbIE IPU3HAKY C TOUYKHU 3PEHUS
pasnenenust knaccoB. [IpecraBieHbl pe3y/ibTaThl IPUMEHEHUS
IrOpUT™Ma 00yUYeHHS IS PELleHUs 3a/1a4K KJIaCCU(DHUKALIUN.
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