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Abstract—We propose an ontology-based approach to the
Web semantic search that uses thesaurus representation of
user task. Domain ontologies are considered as a source
of semantic markup of the Wiki resources pertinent to
retrieval domain. We use practical aspects of ontologi-
cal approach to organization of Wiki-based information
resources. Ontological model of Wiki resource formalizes
the knowledge base structure and explicitly represents its
main features. Domain ontologies, Wiki resources and task
thesauri are generated independently by different applica-
tions but are used in general technological chain of user-
oriented semantic retrieval. Open information environment
is considered as an external data base with great volumes
of heterogeneous and semi-structured information.

Wiki ontologies are considered as the basis for estab-
lishing a semantic similarity between domain concepts
pertinent to user task. Such Wiki-ontology elements as
classes, property values of class instances and relations
between them are used as parameters for the quantitative
assessment of semantic similarity.

Keywords—semantic search, domain ontology, task the-
saurus, semantic Wiki

I. INTRODUCTION

The development of information technologies shows
the tendencies to transition from traditional means of
data processing to semantic computer systems oriented
on work into the open environment. Now is the time
for integration of the traditional information technologies
with achievements of artificial intelligence. For example,
theoretical principles and practical means of semantic
computer systems development are designed by the Open
Semantic Technology for Intelligent Systems Design
(OSTIS Technology) [1]. But other important problem
deals with interoperability of knowledge created and used
by intelligent systems of different developers.

The growth in the use of the Web brings with it
an increase in the number of interconnections among
information systems and resources supporting the various
aspects of human activities. Such interconnections have
to be carefully prescribed to ensure interoperability.
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Standards of the Semantic Web [2] provides the univer-
sal ontology-based means of knowledge representation.
Increasingly, the kinds of information structures being
standardized today are much more complex than they
were even a decade ago. However every practical task
needs in specific methods of their use. In this work
we consider an important component of open intelligent
systems that deals with information retrieval on semantic
level.

Open intelligent systems need in information retrieval
tools and methods that search user-oriented information
into the Web open sources. Such retrieval requires a
formalized model of the search domain and description
of user needs and interests in this process.

Ontologies are widely used to describe domains, but
this causes a number of problems.

o Creating ontologies is a complex process that re-
quires the involvement of a knowledge engineer and
domain expert.

o The domain ontology is usually quite complex and
contains a lot of unnecessary information for the
specific task pertinent to user query.

o Processing an ontology and its matching with other
information resources (such as unstructured natural-
language texts) is a long and complicated process
that requires the use of other background knowledge
(e.g. linguistic knowledge bases). Therefore, it is
advisable to use simpler information structures to
formalize domain knowledge in information re-
trieval tasks.

We consider in this work the use of task thesauri as
special cases of ontologies. Task thesaurus T is based
on domain ontology O and consists of the ontological
concepts (classes and individuals) joined by the semantic
similarity to the user task in domain described by this
ontology O.



II. PROBLEM DEFINITION

An analysis of research works in the sphere of dis-
tributed information technologies shows that many in-
telligent tasks need in external sources of background
knowledge from the Web, corporative and local net-
works, data warehouses etc. However, the problem of ex-
tracting such knowledge in the general case is extremely
complex, and one of its components is semantic search
that applies knowledge about user and user current task
for selection of pertinent information resources.

To ensure the effective use of ontologies for semantic
search by the various intelligent applications and to
simplify the knowkedge processing process we propose
to generate simplified ontology-based such information
structures as thesauri. Every task thesaurus contains only
such part of the domain knowledge that is needed to
search for information that is pertinent to the user’s
current task. Thesaurus is a representation of semanti-
cally similar (in the local sense of current task) domain
concepts related to this task.

This approach requires to justify the ways of ontology
knowledge representation by means of thesaurus, to
develop an algorithm for generating of such thesaurus
based on the domain ontology and the description of the
task. In addition, we need in development of methods
for processing of this task thesaurus in applied retrieval
systems and justification of their effectiveness of the
received results for various types of such systems. It is
also important to determine what information resources
are used for creation of domain ontologies and what
restrictions are imposed on the ontologies created in
this way. In particular, ontologies that are generated
by semantically marked Wiki resources often contain
enough knowledge to carry out semantic search, but their
processing is much simpler due to restrictions on their
structure.

IIT. TASK THESAURI AND THEIR FEATURES

Wikipedia defines a thesaurus as a reference work
that lists words grouped together according to similar-
ity of meaning (containing synonyms and sometimes
antonyms), in contrast to a dictionary, which provides
definitions for words, and generally lists them in alpha-
betical order [3]. It is important that thesaurus as opposed
to dictionary does not contain all word synonyms and
their definitions.

Such definition does not use ontological approach but
reflects the main characteristic of thesauri deal with it
orientation on some particular task.

In the context of information retrieval, thesaurus is
a form of controlled vocabulary that seeks to dictate
semantic manifestations of metadata in the indexing of
content objects. Its use is aimed to minimize semantic
ambiguity by ensuring uniformity and consistency in
the storage and retrieval. In this meaning thesaurus has

to contain at least three elements: - list of words that
correspond to domain terms, — the hierarchical relations
between these words (e.g. parent/broader term; synonym,
etc.), - a set of rules for thesaurus usage.

Thesaurus can be used for domain representation. If
thesaurus represents ontological concepts as terms and
uses ontological relations to link these concepts then we
can consider such thesaurus as a special case of domain
ontology oriented on analyses of natural language texts.
Thesaurus contains only ontological terms (classes and
instances) but does not describe all semantics of relations
between them.

Some methods of thesauri generation use ontologies as
a source of domain knowledge and integrate it with the
current task description. Task thesaurus is a thesaurus
that is generated automatically on base of the domain
ontology selected by user and the NL description of
particular task that is interesting for this user [4]. A
simple task thesaurus is a special case of task thesaurus
based on the terms of a single domain ontology. A
composite task thesaurus is a task thesaurus that is based
on the terms of two or more domain ontologies by
operations on simple task thesauri of these ontologies.

Generation of the simple task thesaurus uses as input
data two parameters:

« domain ontology selected by user;

o task description — the natural language text defines

the current problem.
The text of task description contains elements related to
the ontology concepts.

The process of simple thesaurus constructing contains
two main steps:

e Step 1. Automated generation of the subset of
ontology concepts correlates with fragments of task
description:

Substep 1.1 User explicitly and manually selects
task-pertinent terms from the automatically gener-
ated list of classes and instance X. In the simplest
cases, the construction of the thesaurus may be
completed in this step, but it requires a lot of efforts
from the user.

Substep 1.2 Thesaurus is expanded with the help of
various methods for processing of natural-language
applied to task description (linguistic analysis, sta-
tistical processing, semantic markup analysis) that
allow to detect NL fragments related to terms from
O.

o Step 2. Expansion of the simple thesaurus by other
ontology concepts according to the set of conditions
that can use all elements of the O ontology.

Linguistic knowledge bases (KB) can be used for the-
saurus construction. We can apply specific domain-
oriented linguistic KBs that accumulate a large amount
of lexical information. Such information is not universal
and depends either from domain and natural language
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used in task definition. Therefore we cannot use Text
Mining systems oriented on processing English texts.
We apply direct updating of the domain lexical ontology
by users and export linguistic knowledge from relevant
vocabularies and knowledge bases, as well as from
semantically marked Ukrainian texts.

In many cases, information about properties of onto-
logical classes and individuals, their allowed values and
their relations with other terms is appropriate in thesaurus
constructing. Such information can be processed for
refining the initially formed thesaurus in accordance with
explicitly formulated user conditions. These conditions
are defined by the specific nature of the task, but are
not derived from its description and can be considered
as meta-rules of retrieved information.

Complex task thesauri are generated from the built
earlier task thesauri (simple or complex) with the help
of set theory operations such as sum of sets, intersection
of sets etc.

IV. EXISTING APPROACHES TO SIMILARITY
MEASURES

Similarity is a fundamental and widely used concept.
Many researchers analyze the principles and measures of
semantic similarity of domain concepts. In the cognitive
domain, similarity is treated as a property characterized
by human perception but use of this property in infor-
mation systems requires the quantitative evaluations.

Now many similarity measures are used in various
applications, such as information content, mutual infor-
mation [5], Dice coefficient [6], distance-based mea-
surements [7] etc. In [8] similarity defined in terms
of information theory is applicable if domain has a
probabilistic model. The similarity measure is derived
from a set of assumptions about similarity and is not
defined directly by some formula.

The similarity of concepts is also related to their
content. One of the key factors in the similarity of
the two concepts is the degree of information sharing
in the taxonomy. The edge-counting method takes this
into account indirectly. The information content of con-
cept can be quantified by the logarithmic function of
probability of concept use. Thus, the level of concept
abstraction (i.e., its place in taxonomy) causes the less
informational content. If there is a unique upper concept
in taxonomy then its information content is 0. This
quantitative characterization of information provides a
new way of measuring semantic similarity based on the
extension of concepts.

The more information is shared by two concepts, the
more similar they are, and the information co-shared
by the two concepts is determined by the information
content of the concepts included in them into taxonomy.

Some measures of similarity [9] take into account
only the depth of the nodes of the terms. Although the

similarity is calculated taking into account all the upper
bounds for the two concepts, the information measure
allows to identify the minimum upper bound, but no class
is less informative than its superclasses.

Measures to determine the semantic similar concepts
(SSC) on the basis of ontologies use various semantic
features of these concepts — their properties (attributes
and relations with other concepts), the relative position
in ontological hierarchies. The SSC set is a fuzzy set of
concepts with the semantic distance less than the selected
threshold.

Similarity is an important and fundamental concept in
Al and many other fields. Various proposals for similarity
measures are heuristic in nature and tied to a particular
domain or form of knowledge representation.

The most general definitions of similarity are based on
three intuitive assumptions:

o the similarity between A and B depends directly on
their commonality;

o the similarity between A and B depends inversely
on the differences between them;

« the maximum similarity between A and B is reached
if A and B are identical, no matter how much
commonality they share.

The similarity of two objects is related to their com-
monality depends directly on number of their common
features and depends inversely on number of their dif-
ferences. Concept similarity can be defines by similarity
of strings and words. Feature vectors are widely used
for knowledge representation, especially in case- based
reasoning and machine learning. They can be applied for
representation of words. Weights of features is used to
account the importance of various features for word sim-
ilarity. Some special features are applicative for natural
language words and non-applicative for arbitrary strings
of characters.

The similarity measures suppose that words derived
from the same root as some initial word have the better
similarity rankings. Other similarity measures are based
on the number of different trigrams in the matching
strings and on proposed by user definition of similarity
under the assumption that the probability of a trigram
occurring in a word is independent of other trigrams in
the word. Similarity measures between words correspond
to their distribution in a text corpus.

Semantic similarity can be based on similarity between
concepts in domain taxonomy (such as the WordNet
or CYC). The semantic similarity between two classes
characterize not the set of their individuals or subclasses
classes. Instead, generic individuals of these classes are
compared.

A problem with similarity measures is that each of
them is tied to a particular application or assumes a
particular domain model. For example, distance-based
measures of concept similarity assume that the domain
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is represented in a network. Another problem with the
similarity measures is that their underlying assumptions
are often not explicitly stated. Without knowing those as-
sumptions, it is impossible to make theoretical arguments
for or against any particular measure.

Methods aimed at SSC finding in different ontologies
can be used to analyze the semantic similarity between
the domain concepts. The assessment of similarity of
concepts may be based on their positions in the hierarchy
of classes with defined similarity: if the subclasses and
superclass of these concepts are similar, then the same
concepts are also similar.

The following parameters (features) can be considered
into quantified similarity assessment of the two ontolog-
ical classes:

o similarity assessing of their direct superclasses;
« similarity assessing of all their superclasses;

« similarity assessing of subclasses of concepts;
o similarity assessing of instances of classes.

Semantic similarity is a special case of semantic affin-
ity. For the individual case of ontology, where the only
relation between concepts is applied - the hierarchical
relation of type IS-A, - taxonomy - the similarity of the
two terms can be estimated by the distance between the
concepts into the taxonomy.

The semantic distance between the concepts depends
on the length of the shortest path between the nodes and
the overall specificity of the two nodes. The shorter the
path from one node to another, the more similar they
are. If there are several paths between elements then the
length of the shortest path is used [10]. This length is
determined by the number of nodes (or edges) in the
shortest path between two corresponding nodes of the
taxonomy [11], taking into account the depth of the
taxonomic hierarchy.

However, this approach is compounded by the notion
that all taxonomy edges correspond to homogeneous
distances. Unfortunately, in practice the homogeneity of
distance in taxonomy is not supported.

In real taxonomies, there is great variability of dis-
tances covered by a single taxonomic relation, especially
if some subsets of taxonomies (such as biological cate-
gories) are much denser than other ones. For example,
WordNet [12] contains direct links between either fairly
similar concepts or relatively distant ones. Therefore, it is
advisable to take into account the semantics of relations
between concepts for different taxonomic relationships
and to consider the number of instances in subclasses.

In [13] a measure of semantic similarity is based
on domain taxonomy that take advantage of taxonomic
similarity in resolving syntactic and semantic ambiguity.

Semantic similarity represents a special case of seman-
tic relation between concepts. In [11] the assessment of
similarity in semantic networks is defines with the help
of taxonomic links. Although other types of links such

as “part-of” can also be used for assessment of similarity
[14].

All these researches use only some aspects of onto-
logical representation of knowledge limited by:

« hierarchical relations — taxonomic relations between
classes and relations between classes and their in-
dividuals;

« other types of relations which semantics influence
on their weight for the similarity but does not used
in logical inference;

« properties of class individuals and their properties
that matched in process of similarity estimation but
do not analyzed at the level of expressive possibil-
ities. However all these ontological features can be
represented by semantic Wiki resources. Therefore
we propose to use such Wiki resources as a source
of semantic similar concepts for other intelligent
systems.

Now a lot of software supports Wiki technologies.
One of the most widely used is MediaWiki. The basic
functionality allows to create pages connected by hy-
perlinks, set their categories and publish their content
with some structure elements etc. Semantic MediaWiki
(SMW) extends semantically this Wiki engine by use
of semantic properties of pages [15]. SMW definitely
displays content with these annotations in the formal
description using the OWL DL ontology language [16].

V. SEMANTIC SIMILARITY OF CONCEPTS INTO THE
WIKI RESOURCES

We approve the proposed above approach in develop-
ment of semantic search and navigation means imple-
mented into e-VUE — the portal version of the Great
Ukrainian Encyclopedia (vue.gov.ua). This resource is
based on ontological representation of knowledge base.
To use a semantic Wiki resource as a distributed knowl-
edge base we develop knowledge model of this resource
represented by Wiki ontology [17]. This model provides
semantic markup of typical information objects (I0s) by
domain concepts [18].

Application of semantic similarity estimation for this
IR provides the functional extension of Encyclopedia by
new ways of content access and analysis on the semantic
level.

One of the significant advantages of e-VUE as a
semantic portal is the ability to find SSCs. Criteria of
e-VUE concept similarity is based on the following
assumptions:

« concepts that correspond to Wiki pages of the same
set of categories are semantically closer than other
e-VUE concepts;

o concepts corresponded to Wiki pages with the
same or similar meanings of semantic properties
are semantically closer than concepts corresponded

114



to Wiki pages with different values of semantic
properties or those ones with not defined values;

« concepts defined as semantically similar by the both
preceding criteria are more semantically similar than
concepts similar by one of criteria.

e-VUE users can apply SSC search if they are unable
to select correctly the concept category or if they enter
concept name with errors. Similar concepts help to find
the desired Wiki page. We propose to user retrieval of
globally similar (by the full set of categories and values
of semantic properties) and locally similar (by some
subset of these features) 1Os.
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Figure 1. Wiki ontology defined the structure of e-VUE typical
information objects (fragment).

Wiki ontology is a basis for research of similarity
between concepts of Wiki resource because the estimates
of similarity are based on such elements of semantic
markup as categories and properties of these concepts.
We can process in these estimates only those character-
istics of IOs that are explicitly represented by ontology
elements (Fig. 1).

Therefore the development of Wiki ontology defines
the expressiveness of search procedure on base of Wiki
resource marked by this ontology. Similarity can be
defined by any subset of ontological classes and values
of their properties but all other content of Wiki pages is
not available for this analysis (these characteristics can
be received by statistic analyses of from NL processing
systems but they are over the consideration of this work).

According to the specifics of encyclopedic IR, it is
impractical to search for pages that match all available
parameters because some parameter groups are unique
(for example, last name and year of birth) and some
other ones dependent functionally on other parameters
(although they have independent importance e.g. the
name in the original language).

Therefore we realize the following examples of local
SSPs retrived by:

o the fixed subset of categories of current page
(Fig. 2);

« the values of the fixed subset of semantic properties
of current page;

« the combination of categories and values of seman-
tic properties of current page.
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Figure 2. Semantic similar concepts of e-VUE for concept "Aerostat".

It should be noted that built-in tools of Semantic
MediaWiki don‘t support search for SSCs (local and
global) and all of these requests are realized by special
API queries that analyze code of the Wiki pages.

VI. USE OF SSCS FOR INFORMATION RETRIEVAL

The set of SSCs can be considered as a thesaurus of
a user’s task for intelligent retrieval systems that sup-
port personified search of information pertinent to user
needs. An example of such system is semantic retrieval
system MAIPS based on ontological representation of
background knowledge [19].

This system is oriented on users with stable informa-
tional interests into the Web. Ontologies and thesauri
provie formalized conceptualization of subject domain
pertinent to user tasks. The search procedure in MAIPS
is personified by indexes of natural language text read-
ability.

MAIPS uses OWL language for representation of do-
main ontologies and thesauri, it supports automated the-
sauri generation by natural language documents and set-
theoretic operations on them. Task thesaurus in MAIPS
is constructed directly by the user in order to display
the specifics of the task which causes these information
needs.

We propose the possibility to import this information
from external Wiki resources where the set of thesaurus
terms is generated as a group of semantically similar
concepts. The most pertinent results user receives in
situation if Wiki resource is matched semantically by
terms of pertinent ontology.

User can improve this thesaurus on base the selected
domain ontology by weights of concept importance for
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Figure 3. Visualization of domain thesaurus in MAIPS.

task. MAIPS visualise thesaurus by the cloud of tags
(Fig. 3). Users can also manually edit any previously
created thesaurus by adding or deleting some terms. In
addition, MAIPS realizes such set-theoretic operations
on thesauri as union, intersection and complement.

VII. CONCLUSION

The main idea for the study is to ensure the integration
of various intelligent systems that use domain knowledge
represented by anthologies. In order to simplify the
processing of such knowledge we propose to pass from
ontologies to their special case — thesauri. Actuality of
this problem is caused by development of intelligent
applications based on the Semantic Web technologies
[20]. Thesaurus of task contains only limited subset of
domain concepts and their relations.

Such knowledge structures are more understandable
for users, their creation and processing take less time
and qualification. We demonstrate some methods of au-
tomatic generation of thesauri by appropriate ontologies
and Wikis, and on example of MAIPS we show the usage
of such thesauri as a source of domain knowledge for
intelligent information retrieval.
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Hcnosb30BaHne mogo0usi CTPaHUI
Buku-pecypcoB Kak HHCTPyYMeHTAa
Npe/ICTaBJIEHUS NPeIMETHOM 00J1aCTH JIJIsI
CEMaHTHYECKOr0 MoNcKa

Porymmna 1O.B.

Msl mpejyuiaraeM OCHOBAaHHBI Ha OHTOJNOTHSIX IOAXON K Ce-
MaHTUYECKOMY MOKMCKYy B Be0, ucromb3yommii Te3aypycHoe
TnpeJcTaBiieHre 3a4a4u rnoibp3oBartesis. OHTONIOTUH I0MeHa pac-
CMAaTPHUBAIOTCSI KAK UCTOYHUK CEMAHTUYECKON pa3MeTKu Buku-
pecypcoB JIOMeHa.

M5l UCTIONB3YEM OHTOJIOTHH JJIs1 (POPMATTH3AIINN CTPYKTYPhI
6a3bl 3HaHMI BUKH-pecypcoB, KOTOpast sIBHO NPEACTABIsIET ee
ocHoBHble (pyHKImH. OHTONOrMK, BUKHM-pecypchl U Te3aypychl
3aJa4 CO3JaI0TCs He3aBUCUMO PA3JIMYHBIMU MPUIOKEHUSIMHU, HO
UCIIONb3YIOTCS B OOMIEH TEXHOIOTUYECKOM [IETOYKe CeMaHTHUe-
CKOT0 TIOMCKa, OPUEHTUPOBAHHOTO Ha Mosb30Batesisl. OTKpbITas
nuH(OPMAIMOHHAST CPela PACCMATPUBACTCS KaK BHEHIHsisl 0a3a
JaHHBIX, COJepKaIlus OoJblure O0OBbEMbl TeTepOreHHON U Ya-
CTUYHO CTPYKTYPHUPOBAHHON HH(OPMALIHH.

BHKH-OHTONIOTMH PAcCMATPHUBAIOTCSI Kak OCHOBAa Uil yCTa-
HOBJICHHSI CEMAHTHYECKOTO MO00UST MKy MOHATHAMU Mpe-
METHOU 00J1aCTH, KOTOPBIE OTHOCATCS K 3aJiaue MOJIb30BaTeNsl.
B kauecTBe mapameTpoB il KOJIMYECTBEHHOM OLIEHKU CeMaH-
THYECKOTO HOJOOUS UCTIONB3YIOTCS IeMEHThl BUKU-OHTONOrMN
(KJ1acChl, 3HAYSHHUSI CBOMCTB 9K3EMILISIPOB KJIACCOB U OTHOIICHHST

MEXAy HUMH).
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