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Abstract. In the article the topical software tool "Algorithmic and computer software for the primary processing 

of medical data" has been developed, and based on it several practical issues related to cardiology have been solved in 

visualized way. 

The software is based on methods and algorithms for solving such issues as preprocessing of data generated by 

medical professionals, re-classifying study facilities and determining the importance of classes, creating table charts, 

and selecting a set of informative symbols that differentiate between class objects. 

Keywords: Fishers Criterion, Feature Selection, Classification, Algorithms for an estimate calculation, 

Preprocessing of medical data,  algorithm "A", flexible genetic algorithm based on random search.  

 

I. Introduction 

With the ever-increasing amount of information about objects, processes and events in various 

areas of human activity around the world, great attention is being paid to the development and 

improvement of intellectual analysis systems. 

One of the topical issues of modern, information-based health care systems is the transition 

from large-scale character space to small-scale medical data processing, namely the development of 

algorithms for identifying the most important symbols, and the classification of issues using them. 

The software developed by the medical experts includes data processing, pre-classification of 

chosen objects and determination of classification levels [1, 4, 9,10], benchmarking, and selection of 

informative symbols that differentiate between class objects and finding a solution. The problems and 

issues most commonly encountered in most of the literature reviewed [5-8, 11-13] are based on the 

Fisher-type criteria for finding solutions. In addition, a tool for calculating the complexity of the 

problem under consideration was used in the calculation algorithms. [1-13]. 

The interface of the software "Algorithmic and computer software for the primary processing 

of medical data" consists of 6 modules called "Primary Data Reading", "Algorithms for Primary 

processing of Medical Information", "Classification of Medical Information", adaptive genetic 

algorithm based on random search "," Classification based on informational character "," General 

information about software ". 
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I. “Preliminary Data Readings”. The mechanism of this module reads the initial data 

prepared in the Exel program, which is displayed in the tutorial program window, indicating the need 

for the next step. 

The activities of the software are one of the most important first steps in forming the learning 

sample based on primary data. Therefore, it is necessary to clarify the issue. 

Considering the issue. Let's assume that the learning sample formed on the basis of primary 

data is divided into the elective classes and given as follows: 

 

𝐾1 =

[
 
 
 
𝑥11

1 𝑥11
2 … 𝑥11

𝑁

𝑥12
1 𝑥12

2 … 𝑥12
𝑁

⋮ ⋮ ⋮ ⋮
𝑥1𝑚1

1 𝑥1𝑚1

2 … 𝑥1𝑚1

𝑁
]
 
 
 

 ... 𝐾𝑟 =

[
 
 
 
𝑥𝑟1

1 𝑥𝑟1
2 … 𝑥𝑟1

𝑁

𝑥𝑟2
1 𝑥𝑟2

2 … 𝑥𝑟2
𝑁

⋮ ⋮ ⋮ ⋮
𝑥𝑟𝑚𝑟

1 𝑥𝑟𝑚𝑟
2 … 𝑥𝑟𝑚𝑟

𝑁 ]
 
 
 

.  

This can be summarized as follows: 

𝐾𝑝 =

[
 
 
 
 
𝑥𝑝1

1 𝑥𝑝1
2 … 𝑥𝑝1

𝑁

𝑥𝑝2
1 𝑥𝑝2

2 … 𝑥𝑝2
𝑁

⋮ ⋮ ⋮ ⋮
𝑥𝑝𝑚𝑝

1 𝑥𝑝𝑚𝑝
2 … 𝑥𝑝𝑚𝑝

𝑁
]
 
 
 
 

 

 

Here 𝑝 = 1, 𝑟;̅̅ ̅̅ ̅ as well the learning sample expressed as 𝐾 = ⋃ 𝐾𝑝
𝑟
𝑝=1 , they should be 

composed of non-intersecting classes, that is 𝐾𝑝 ∩ 𝐾𝑞 = ∅, (𝑝 ≠ 𝑞, 𝑝 = 1, 𝑟;̅̅ ̅̅ ̅  𝑞 = 1, 𝑟;̅̅ ̅̅ ̅ ) terms are 

given. 

Likewise, the components of object  𝑥𝑝𝑖 – consist of real numbers 𝑥𝑝𝑖
𝑗

-, and it is read as 

follows: p – related to class i – patient j - symbol. Here 𝑝 = 1, 𝑟;̅̅ ̅̅ ̅ , 𝑖 = 1,𝑚𝑝; , 𝑗 = 1,𝑁; as well as, r 

is the total number of classes given, 𝑚𝑝- p – total number of patients in the class and N – denotes the 

total number of characters. 

        In the issues we are looking at, each class is treated as one type of disease, that is, 𝐾1-class is 

“Severe angina” (number of objects - 140), 𝐾2-class is “Acute myocardial infarction” (number of 

objects is 120), Class K3 "Arithmetic form" (number of objects - 40), K4 class is "Cardiosclerosis 

after infarction" (number of objects - 35). At the same time, the character space that characterizes 

each class (type of disease) is formed by experts in the field, consisting of 62 signs that characterize 

each class. 

 

 
Figure 1. – View of the "Initial Data Reading" Module window 
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II. "Algorithms of Medical Data Initial Processing" is implemented in two steps: 1) 

determining the level of suitability of the data; 2) Converting the value of the characteristic of objects 

to 0 or 1. 

Stage 1: In the data validation phase, the characterization criteria for each K_p class are 

evaluated in the following order: 

а). Let's make the following notes  : 𝑥̅𝑝 = (𝑥
𝑝

1
, 𝑥𝑝

2
, … , 𝑥𝑝

𝑁
) vector, 𝑋𝑝 middle class objects, 𝑝 =

1, 𝑟 . Calculate its components by the following formula: 

  

𝑥𝑝
𝑗

=
1

𝑚𝑝
∑ 𝑥𝑝𝑖

𝑗𝑚𝑝

𝑖=1
, 𝑝 = 1,3;  𝑗 = 1,62;  𝑖 = 1, 𝑚𝑝.            (1) 

 

b) The distance between  𝑥𝑝𝑖 𝑎𝑛𝑑 𝑥̅𝑝 objects of Хр class is calculated by the following 

formula: 

|𝑥𝑝𝑖 − 𝑥̅𝑝 | = √∑ (𝑥̅𝑝
𝑗
− 𝑥𝑝𝑖

𝑗
)2𝑁

𝑗=1 , 𝑝 = 1,4;  𝑗 = 1,62;   𝑖 = 1,𝑚𝑝.     

 

c). Quadratic deviation (deviation) of the Xp-class objects relative to the middle object  

𝐷(𝑥̅𝑝) is calculated by the following formula: 

 

𝐷(𝑥̅𝑝) = √
1

mp
∑ |𝑥𝑝𝑖 − 𝑥̅𝑝|

2𝑚𝑝

𝑗=1
= √

1

𝑚𝑝
∑ ∑ (𝑥̅𝑝

𝑗
− 𝑥𝑝𝑖

𝑗
)2𝑁

𝑗=1

𝑚𝑝

𝑖=1
 , 𝑝 = 1,4;  𝑗 = 1,62;  𝑖 = 1,𝑚𝑝. 

 

d). the following inequality is met and its performance is calculated as a percentage of class 

objects: 

|𝑥𝑝𝑖 − 𝑥̅𝑝 | ≤  𝐷(𝑥̅𝑝), 𝑝 = 1, 𝑟;  𝑖 = 1,𝑚𝑝.  

 

At the end of the process, the usability of each class is calculated as a percentage. 

 

 a)  
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b)  

 

c)  

 

d)  

Figure 2. – View the Data Validation Dialog Box(a,b,c,d) 
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Stage 2: The initial data is presented in a continuous quantitative manner, during which the 

process of converting the character values of the class objects to values of 0 and 1 vector. 

The process of converting the values of zero or one-character symbols to each of the above-

mentioned K_p class objects in vector form is made by typing the following symbols in each class 

and all character sections: 

а). 𝑥̅𝑝 = (𝑥
𝑝

1
, 𝑥𝑝

2
, … , 𝑥𝑝

𝑁
) vector, 𝐾𝑝 class middle objects, 𝑝 = 1, 𝑟 . Calculate its components 

by the following formula: 

 

𝑥𝑝
𝑗

=
1

𝑚𝑝
∑ 𝑥𝑝𝑖

𝑗𝑚𝑝

𝑖=1
, 𝑝 = 1, 𝑟, 𝑗 = 1,𝑁, 𝑖 = 1,𝑚𝑝;  

 

b). Vectors 𝑎𝑝 = (𝑎𝑝
1 , 𝑎𝑝

2 , … , 𝑎𝑝
𝑁) ва 𝑏𝑝 = (𝑏𝑝

1, 𝑏𝑝
2, … , 𝑏𝑝

𝑁) , Let us define the following and 

calculate its components by this formula: 

 

𝑎𝑝
𝑗 =

1

𝑚𝑝
 ∑ (

𝑚𝑝

𝑖=1
𝑥𝑝

𝑗
− 𝑥𝑝𝑖

𝑗 )2,  𝑝 = 1, 𝑟̅̅ ̅̅ , 𝑗 = 1,𝑁.  

 

𝑏𝑝𝑖
𝑗 = (𝑥𝑝

𝑗
− 𝑥𝑝𝑖

𝑗 )2,  𝑝 = 1, 𝑟̅̅ ̅̅ , 𝑗 = 1,𝑁.                

 

c). The components of the K_p elements of the learning sample are converted from the actual 

numeric form to the view using the following procedure. 

 

𝑥𝑝𝑖
𝑗 = {

1 𝑒𝑞𝑢𝑎𝑙, 𝑖𝑓 
𝑏𝑝𝑖

𝑗

𝑎𝑝
𝑗

 ≤ 1,

𝑒𝑞𝑢𝑎𝑙 𝑡𝑜 0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

 

   

At the end of this phase, the character values of the 4 class objects given are converted to 0 

and 1 vector values. 

 

 
Figure 3. – View stage conversion of character values to 0 or 1 

 

III. Module "Classification of Medical Information" solves the problem of classification of 

K_p class objects, that is, whether each object in a class belongs to a class or a different one. At the 
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same time, each object belonging to the class X_p can be compared with objects in its class and other 

classes by introducing 𝜌𝑖(𝑥𝑝1,𝑥𝑝2) in the informative character space:  
 

𝜌𝑖(𝑥𝑝1,𝑥𝑝2) = {
1   агар         (𝑥𝑝1

𝑖 − 𝑥𝑝2
𝑖 ) = 0, 𝑖 = 1,𝑁,

 
0                                                 otherwise.

   

  

The first condition denotes the degree of similarity between the two objects, and the second 

condition indicates that they are different. The total of comparative evaluation is based on the 

following formula: 

Г𝑗(𝑥𝑝𝑗,𝑥𝑝𝑘) = ∑∑𝜌𝑖(𝑥𝑝𝑗,𝑥𝑝𝑘) , 𝑗 = 1,𝑚𝑝;  𝑘 = 1, 𝑚𝑝;  𝑗 ≠ 𝑘

𝑁

𝑖=1

.

𝑚𝑝

к=1

 

 

Comparative evaluation is calculated for each class, and the largest of the mean values 

obtained is the attribution of the object to that class. 

In this section, there is a process of reclassifying classification objects to determine if a class 

object belongs to its own class or another class. This process is done step by step, with each step 

excluding objects that are not related to its class, and objects in the classes are complete until they 

reach their full class, ie 100%. 

 

 
Figure 4. – Module "Problems of Classification of Medical Information" 

 

IV. An informative character set is selected using the reference table formulated in the module 

"Random search based adaptive genetic algorithm for selecting a set of informative 

characters". Let us suppose that the resultant error in classification of the sample objects based on a 

reference table is 𝜃. That is, the proportion of the number of objects missing from class   𝜂 to the total 

number of electives is set to 𝜃. 

Let the mechanism of algorithm "A" be defined as follows. Using the convergence function 

proposed by the authors [1, 12], the degree of importance of each sign is determined. According to it, 

the column will be omitted from the table with a randomly selected icon. If at the end of the process 

all objects in the computation find their class at least θ , the column removed from the table will not 

be redirected to the table otherwise the column will be returned to its original location by random 

selection and the process will be returned. The proposed process lasts up to ℓ . If objects have found 

a different class in their class (switch to another class), the randomly selected symbol will be returned. 

This process takes place between N characters and is separated from the remaining symbols as 

informative characters at the end of the process. 
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Hence, the essence of the work performed at this stage is to select the most useful ℓ from the 

set of symbols that characterize the objects being investigated, that is, the choice of an informative 

character tool. 

The followings should be given: ℓ ≪ 𝑁 characters to be selected are the number of characters 

in the tool  ; 𝑝 = (𝑝1, 𝑝2, … , 𝑝𝑁) probability that the vector components must remove one character 

from the character tool. Initially, 𝑝𝑗 =
1

𝑁
, 𝑗 = 1,𝑁̅̅ ̅̅ ̅ is taken, that is, the probability of removing an 

arbitrary character from an array is equal. 

1-step. Algorithm "A" is used in the cross section of all marks of the given training sample. 

As a result, the error factor  θ(N) coefficient is calculated. Typically, to determine the error rate  θ(N) 

, the number of objects for which the error is detected is divided by the total number of objects. 

2-step. Accidentally, with  𝑝𝑗 =
1

𝑁
, 𝑗 = 1,𝑁̅̅ ̅̅ ̅  probability, one character is selected from 𝑁 

characters, and it is omitted from the array. Then the algorithm "A" is run at the intersection of 

symbols − 1 characters. As a result, the error coefficient 𝑁 (𝑁 − 1) for symbols − 1 is calculated. 

3-step. If 𝜃(𝑁) > 𝜃(𝑁 − 1), in this case 2-step begins. This process is repeated ℎ (ℎ ≤ ℓ)  

time. If the process is repeated, even if ℎ = ℓ equality is met, the next step is to proceed. Likewise, if 

equality is not met, the process will continue until all the characters are considered one by one. After 

all the characters are reviewed, go to the next step. 

4-step. Let us assume ℎ = ℓ, in this case with 𝑝𝑗 =
1

2𝑁−ℎ
, 𝑗 = 1, ℎ; ̅̅ ̅̅ ̅̅  𝑝𝑗 =

2

2𝑁−ℎ
, 𝑗 =

ℎ + 1,𝑁; ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅   probability out of 𝑁  symbols one symbol is chosen and it is excluded from the set. As in 

the second step, the process is reversed, except that the probability that the previously selected and 

non-existent characters that are to be randomly selected differ from each other. Then the algorithm 

"A" is run at the intersection of N-1 characters. As a result, the error coefficient θ (N-1) for N-1 is 

calculated. 

5-step. If 𝜃(𝑁) > 𝜃(𝑁 − 1), then 4th step begins. This process ℎ (ℎ ≤ ℓ)  is repeated one time 

and so on. 

The proposed algorithm consists of two important parts: In the first part, genetics is a tool that 

identifies the generating characteristics of mutated objects, and the second part is a random search 

algorithm for selecting a new set. 

 

 
Figure 5. – Module window of "Random genetic search algorithm for selecting a set of 

informational symbols" 

 

V. "Classification based on informative symbols" in the module, the classification process 

is carried out with the use of informative symbols, that is, in the matrix view, the columns containing 

informatively found symbols are retained and the remaining columns are omitted. The function of 
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inter-object proximity in the space of the stored informative symbols is done by entering r_i (x_ (p1,) 

x_p2): 

𝜌𝑖(𝑥𝑝1,𝑥𝑝2) = {

1   𝑖𝑓        (𝑥𝑝1
𝑖 − 𝑥𝑝2

𝑖 ) = 0, 𝑖 = 1,𝑁,
 

0                                                 otherwise.
    

 

The first condition denotes the degree of similarity between the two objects, and the second 

condition indicates that they are different. The total of comparative evaluation is based on the 

following formula: 

 

Г𝑗(𝑥𝑝𝑗,𝑥𝑝𝑘) = ∑∑𝜌𝑖(𝑥𝑝𝑗,𝑥𝑝𝑘) , 𝑗 = 1,𝑚𝑝;  𝑘 = 1, 𝑚𝑝;  𝑗 ≠ 𝑘

𝑁

𝑖=1

.

𝑚𝑝

к=1

 

 

Comparative evaluation is calculated for each class, and the largest of the mean values 

obtained is the attribution of the object to that class. 

 

 
Figure 6. – "Classification based on informational symbols" window view 

 

VI. “General information about the software”. This module gives an overview of the 

software. 
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Figure 7. – «General information about the software» window view 
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