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And the first tool which everyone has is a Google search engine. To be more precise, it is Google 
Dorks. A Google dork query, sometimes just referred to as a dork, is a search string that uses advanced 
search operators to find information that is not readily available on a website. Google dorking, also known 
as Google hacking, can return information that is difficult to locate through simple search queries [3]. 

There are some special commands which can help you to find anything:  
inurl:followed by a particular string returns results with that sequence of characters in the URL. 
intitle:followed by a particular string returns results with that sequence of characters in the title. 
site:returns files located on a particular website or domain. 
filetype:followed by a file extension returns files of the specified type, such as DOC, PDF, XLS  
lang: search only on “lang” site. 
More interesting commands and query examples you can find on Google Hacking Database [1]. The 

Google Hacking Database (GHDB) is a compendium of Google hacking search terms that have been found 
to reveal sensitive data exposed by vulnerable servers and web applications. 

Shodan is a search engine for Internet-connected devices. Web search engines, such as Google 
and Bing, are great for finding websites. Shodan gathers information about all devices directly connected 
to the Internet. If a device is directly hooked up to the Internet then Shodan queries it for various publicly-
available information. The types of devices that are indexed can vary tremendously: ranging from small 
desktops up to nuclear power plants.  

Maltego is a type of software used for open-source intelligence and forensics, developed by Paterva. 
Maltego focuses on providing a library of transforms for discovery of data from open sources, and 
visualizing that information in a graph format, suitable for link analysis and data mining. Among its data 
sources are DNS records, whois records, search engines, online social networks, various APIs and various 
meta data. It is used by security researchers and private investigators. 

Also, you can use different online-services to find people by their phone number, usernames, real 
name, last name like spokeo.com, thatsthem.com, beenverified.com, fastpeoplesearch.com, 
privacystar.com, getcontact.com, everycaller.com. People search websites allow to opt out, but after people 
remove themselves from listings, new search services appear with their records in them. The reason for 
that is the same dataset is bought and used by different services.  

To conclude, it’s hard to stay private in the post-privacy world and control what information is floating 
in this digital ocean. While you can’t control everything that’s out there about you, it’s important to be at 
least aware about it. It goes without saying, that in the digital age, information plays a key role, so those 
who know how to find it will always be one step ahead. Turn around, maybe someone's watching you 
already. 
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The paper discusses the types of technologies that make life easier for people, with a focus on voice assistants. We give a definition of 
what a voice assistant is and how it is arranged, different voice assistants stand out, the differences between them are outlined. Also in 
our work we give a brief reference from the history of the creation of the most popular voice assistants, provide brief statistics regarding 
the use of voice assistants in everyday life. 

It is impossible to imagine a modern society without information technologies and computer 
technology, which are successfully used in all spheres of human life and are a practical embodiment of 
computer science, which at the beginning of its existence was closely connected with mathematics. The 
genius of human thought has gone from a number on the fingers through a variety of computing devices to 
the most advanced computing devices and systems that are able to store very large amounts of information 
and process them using appropriate programs with instantaneous speed. Our present is characterized by 
the expansion of information technology. Every day, humanity comes up with new means of communication, 
electronic devices and other things that help make life easier and more convenient.  
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One of the important inventions are the voice assistants who help us find information in the shortest possible 
time. 

To call any technology that makes our lives easier by one name is almost impossible. There are a 
variety of terms that refer to agents that can perform tasks or services for an individual, and they are almost 
interchangeable — but not quite. They differ mainly based on how we interact with the technology, the app, 
or a combination of both. Here are some basic definitions, similarities, and differences: 

Intelligent Personal Assistant: This is software that can assist people with basic tasks, usually using 
natural language. Intelligent personal assistants can go online and search for an answer to a user’s 
question. Either text or voice can trigger an action. 

Virtual Digital Assistants: These are automated software applications or platforms that assist the user 
by understanding natural language in either written or spoken form. 

Voice Assistant: The key here is voice. A voice assistant is a digital assistant that uses voice 
recognition, speech synthesis, and natural language processing (NLP) to provide a service through a 
particular application. 

Smart Assistant: This term usually refers to the types of physical items that can provide various 
services by using smart speakers that listen for a wake word to become active and perform certain tasks. 
Amazon’s Echo, Google’s Home, and Apple’s HomePod are types of smart assistants. 

Many devices we use every day utilize voice assistants. They are on our smartphones and inside 
smart speakers in our homes. Many mobile apps and operating systems use them. Additionally, certain 
technology in cars, as well as in retail, education, healthcare, and telecommunications environments, can 
be operated by voices. 

Technology is constantly advancing and changing, and the voice assistant market will progress along 
with it. In April 2015, the research firm Gartner predicted that by the end of 2018, 30 percent of interactions 
with technology would be through “conversations” with smart machines, many of them by voice. 

Siri by Apple became the first digital virtual assistant to be standard on a smartphone when the 
iPhone 4s came out on October 4, 2011. Siri moved into the smart speaker world when the HomePod 
debuted in February 2018. 

Google Now (which became Google Assistant) on the Android platform followed. It also works on 
Apple’s iOS, but has limited functionality. 

Then the smart speakers came along, and “Alexa” and “Hey Google” became a part of many 
household conversations. Alexa by Amazon is part of the Echo and the Dot. Google Assistant is part of the 
Google Home. 

Samsung has Bixby. IBM has Watson. Microsoft has Cortana on its Windows 10, Xbox One 
machines, and Windows phones, and Nuance has Nina. Facebook used to have M, but its usage in the 
Facebook Messenger app ended in January 2018. 

Yandex officially introduced its voice assistant Alice in 2017.  
The main differences of Alice from competitors (for example, Siri) are integration with the company's own 
search engine and the presence of a neural network, with the help of which the assistant independently 
generates new replicas. According to the developers, the personality of Alice is one of its main competitive 
advantages. Projects designed for an English-speaking audience do not try to create a strong emotional 
connection with the user, but rather they are removed from it. 

By default, most of the voice assistants have somewhat female-sounding voices, although the user 
can change them to other voices. Many people refer to Siri, Alexa, and Cortana as “she” and not “it.” 

Voice recognition technology was around long before Apple’s Siri debuted in 2011. At the Seattle 
World’s Fair in 1962, IBM presented a tool called Shoebox. It was the size of a shoebox and could perform 
mathematical functions and recognize 16 spoken words as well as digits 0-9. 

In the 1970s, scientists at Carnegie Mellon University in Pittsburgh, Pennsylvania — with the 
substantial support of the United States Department of Defense and its Defense Advanced Research 
Projects Agency (DARPA) — created Harpy. It could recognize 1,011 words, which is about the vocabulary 
of a three-year-old. 

Once organizations came up with inventions that could recognize word sequences, companies 
began to build applications for the technology. The Julie doll from the Worlds of Wonder toy company came 
out in 1987 and could recognize a child’s voice and respond to it. 

Throughout the 1990s, companies like IBM, Apple, and others created items that used voice 
recognition. Apple began building speech recognition features into its Macintosh computers with PlainTalk 
in 1993. In April 1997, Dragon came out with Dragon NaturallySpeaking, which was the first continuous 
dictation product. It could understand about 100 words per minute and turn it into text. Medical dictation 
devices were one of the earliest adopters of voice recognition technology. 

Voice assistants can make calls, send text messages, look things up online, provide directions, open 
apps, set appointments on our calendars, and initiate or complete many other tasks. 

With the addition of separate apps on the phone, our voice can be a type of remote control for our 
lives. We can unlock cars and homes, turn on lights, adjust the thermostat, change the television channel, 
and much more. 

https://www.gartner.com/doc/3021226/market-trends-voice-ui-consumer
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The number of people using voice assistants is expected to grow. According to the Voicebot Smart 
Speaker Consumer Adoption Report 2018, almost ten percent of people who do not own a smart speaker 
plan to purchase one. If this holds true, the user base of smart speaker users will grow 50 percent, meaning 
a quarter of adults in the United States will own a smart speaker.  

So, we came to the conclusion that voice assistants are very common at the moment and play a very 
important role in our lives. People can use their voice to control appliances in their homes, make search 
queries, and so on. Using voice assistants helps people save time, which is why they are popular among 
ordinary people. 
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Image processing for psychological analysis is a popular topic among different scientists. It has already been proved, that image 
processing for psychoanalysis is an effective way to know a lot about man’s personality. This paper attempts to show which techniques 
could be used for psychoanalysis via image processing. 

Image processing is used in almost every sphere of science. It’s hard to imagine something, that 
doesn’t need image processing. Its applications range from medicine to entertainment, passing by 
geological processing and remote sensing. Image processing aims to help people explore the world: there 
are tons of images, that’s why it’s really more effective to use computers rather than people for image 
processing. Usually image processing is used for determining different features on the images: somewhere 
it’s necessary to find outlines on the images, somewhere it’s necessary to find faces on the images, so, it 
depends on what we need in a specifically taken situation.  

Speaking about psychoanalysis, there could be used many different techniques. Language of the 
body, manner of speaking, way of thinking — all these things can tell a lot about a man. Except all the 
things, listed above, there is one more, that can tell a lot about psychological portrait of a man — it’s his 
face. Face tells really a lot about a man: his hidden desires, abilities, character and so on. Face may show 
even if a man wants to make a suicide.  

This analysis could be done manually: a specialist needs to answer different questions so, each 
question is a kind of a feature on man’s face. This means, that if it can be analyzed by a man, it can also 
be analyzed by a computer. It is necessary to find specific features and to determine the category they 
belong to. 

In this paper I present the main steps for image processing in order to get psychological analysis of 
a man. I describe steps for preprocessing of the image and techniques for extracting the features from 
preprocessed images and tools which can be used for that. It must be mentioned, that techniques I’m going 
to present for psychological analysis don’t give accurate result (80% of accuracy) due to many factors:  

quality of the image; 
conditions of the place, where the photo was taken (lighting, shadows). 
As it was mentioned before, first of all the image should be preprocessed. Preprocessing includes 

the following: 
determining if the image contains face; 
extracting landmarks from the face in the image; 
aligning of the face in the image relative to the line perpendicular to the horizon, using landmark on 

the nose and chin; 
parting of the face in the image on left and right sides; 
creating two images of faces by mirroring each side of the face. 
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