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Abstract—The paper presents a general algorithm for
computing an aggregated time series forecast (TS), within
which machine learning methods are used to adjust the
parameters of a hybrid combined forecasting model. Also
presented are the results of experiments on the application
of the developed algorithm using the TS competition “Com-
putational Intelligence in Forecasting” (CIF). The use of a
neural network for choosing forecasting methods allowed,
on average, for all experiments to reduce the error by
7.225%, as can be seen from the results of the experiments.
The average error for the eight prediction methods chosen
by the neural network turned out to be lower than the
average error for all methods in 47 cases out of 50 (94%)
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I. Overview of forecast aggregation methods

There are many methods for predicting vehicles. Com-
bined models are used to take advantage of several
methods at once. According to [2], a combined forecast-
ing model is a forecasting model consisting of several
individual models, called a base set.

In [3]], a number of factors are highlighted that em-
phasize the effectiveness of the combined model:

1. impossibility of choosing a single model based
on experimental data, according to the theory of
multiple models [4];

2. an attempt to choose the only best model leads to
the need to choose from a group of models with
similar statistical characteristics [3]];

3. The choice of a forecasting model for a vehicle
with a pronounced dynamics of level and properties
leads to the choice of an averaged model [2f]. It is
impossible to quickly replace one forecasting model
with another by analyzing its dynamics;

4. each forecasting model considers only one side of
the dynamics of the analyzed process. The set of
models allows a more detailed description of the dy-
namics. Any forecast rejected due to non-optimality
contains information important for modeling [3].

According to [2]], combined forecasting models are
divided into selective and hybrid ones.

In the selective model, the current predicted value
is calculated from the selected value according to the
selective criterion of the model from the base set.

The selective criterion can be:

« the minimum of the absolute value of the forecast

error of the current member of the series

« minimum of the absolute value of the error for the

last K observations (K-test)

« the minimum of the exponentially smoothed squared

deviation error (B-criterion).

Thus, when using a selective model, at each moment
in time, the forecast is built according to a single method
selected from the basic set, hybrid models, in turn, make
it possible to build a forecast using several models at
once, using the advantages of their joint application.

In a hybrid model, the predicted value is obtained by
aggregating the predicted results from several models
from the base set. As a rule, the final forecast is a
weighted sum of individual forecasts.

In [6], for the first time, the idea of creating a hybrid
model based on combining forecasts of several statistical
models was substantiated; in [7]], this idea was developed,
and it was proposed to use the arithmetic mean of
forecasting results of the models included in the base
set [3]] as the final forecast.

According to [5]], the main problem of constructing
hybrid forecasting models is to determine the optimal
weights of individual forecasting models from the base
set.

In [3]], the following main directions of development
of hybrid forecasting models are identified:

1. inclusion in the basic set of new (emerging) fore-

casting models

2. development of new methods for combining fore-

casts.

There are 7 main groups of methods for combining
forecasts [8]]:

1. Methods based on the arithmetic mean of particular

predictions [6] [9] [10]. However, the presence of
anomalous forecasts as part of a combined forecast
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significantly reduces its accuracy [[11]]. It is proposed

to exclude anomalous predictions by using a trun-

cated arithmetic mean [12] [13].

2. Methods based on minimizing the final forecast
error by the least squares method [14].

3. Methods based on minimizing the variance of
the combined forecast error (works by Bates and
Granger (6], Ershov [15], Baltrushevich [16]).

4. Methods based on retrospective forecasts. This
group includes the AFTER method [17]]. The
weights of the private forecasts are calculated based
on their own past values, conditional variance, and
the past values of the private forecasts. The weights
are updated after each new observation.

The following disadvantages of the AFTER method

were noted in [8]]:

« difficult applicability in practice;

« strong dependence of the weights on the first set
value.

This group includes the following methods:

« ARM, developed by Yang [[18]];

o the Bunn method [[19]], which assumes finding
the distribution function for the weight coefficient
through the beta distribution;

« an adaptive method based on exponential smooth-
ing [2f], [20].

5. Methods based on factor analysis. These methods
were proposed by Frenkel [21]] and Gorelik and
Frenkel [5]. The idea of using factor analysis is
based on the fact that particular forecast results
using a separate forecasting method are an external
expression of some really existing but immeasurable
forecast value, which is taken as a combined forecast
[8].

6. The method of Gupta and Wilton, based on finding
the optimal weights of the coefficients of particular
predictions using a matrix of pairwise preferences,
has been placed in a separate group [22].

7. Methods based on quadratic programming. The
paper [23] describes a method for calculating the
weights of particular predictions by minimizing the
retrospective relative errors of particular predictions
using quadratic programming methods.

The main advantage of the method is efficiency and
ease of implementation. The main disadvantage is the
obligatory preliminary selection of particular forecasting
methods in order to comply with the requirement of error
independence [8§]].

Most of the methods for combining forecasts are based
on the assumptions about the independence of the abso-
lute forecast errors and their distribution in accordance
with the normal law with zero mathematical expectation
and unknown variance. However, these assumptions are
often not met [3]], and therefore, methods based on fuzzy

logic and stable statistical estimates are currently being
actively developed, for example:

1. method of combining forecasts by Kovalev [24]
based on a system of fuzzy rules;

2. the Davydov union method [25]], based on the use
of a robust M-estimate;

3. Methods for combining particular forecasts by
Vasiliev [26]] based on the robust Huber estimate
of the truncated mean type and on the basis of the
Hodges-Lehmann R-estimate.

Thus, despite a significant number of publications
on the topics of forecasting methods for time series
and methods for aggregating individual forecasts, the
question of choosing the most appropriate aggregating
method and its constituent forecasting models for the
predicted time series remains.

II. Developed algorithm for calculating the aggregated
forecast of time series

Figure [I] shows a schematic description of the devel-
oped algorithm for calculating the aggregated forecast of
time series.
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Algorithm for calculating the aggregated forecast of time

In this paper, 2 methods of setting the forecast weights
are considered:

- the first method is based on the values of the
prediction error on the control part of the time
series;

- the second method is based on the error values
assumed by the neural network for choosing a
prediction method.

The structure of the neural network for choosing the
aggregating method is close to the structure of the neural
network for choosing individual prediction methods, but
it includes more input neurons corresponding to the
metrics. Neurons corresponding to individual prediction
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methods have been replaced with neurons corresponding
to aggregation methods. The structure of the neural
network of the aggregating method is shown in Figure 2]
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Figure 2. The structure of the neural network for choosing the
aggregating method

Input neurons m4*, ..., mt* correspond to time series
metrics. Neurons m§,...,m> set correspond to the
metrics of the aggregated set of individual predictions.
The output values correspond to the estimated prediction
error (SMAPE) values calculated by the neural network
for each aggregator (A1, ..., A,) from the base set. The
aggregator from the base set of the combined model with
the lowest estimated error value is used to obtain the final
forecast.

The following main reasons for choosing just such a
set of metrics for the input layer of the neural network
can be distinguished:

« itis difficult to correctly train a neural network if the
input neurons correspond to individual forecasting
methods, since different individual methods will be
selected for each time series. This means that the
values of the signals arriving at the input of the
neural network under consideration will be equal to
zero for the unselected methods;

« the choice of the aggregator depends on the values
of the time series metrics, but transitively;

« the direct dependence of the choice of an aggregator
based on particular forecasting results is imple-
mented through the metrics of a set of individual
forecasts.

An error backpropagation algorithm with a logistic
activation function is used to train the neural network.
The training sample file contains the metric values and
prediction errors (SMAPE) for each time series included
in the set for each aggregation method.

This method of setting the weights includes dividing
the time series into training and control parts, followed by
forecasting by each individual method using the training
part of the control values and calculating the prediction
error. The weights of individual forecasts as part of the

aggregator are set in inverse proportion to the magnitude
of the error of each method.

II. Software system and experimental results

The developed program is designed to solve the prob-
lem of obtaining an aggregated forecast for the time
series of the states of a technical system.

The software product is developed on the .NET Frame-
work 4.6.1 platform in the C # language. The develop-
ment environment was Microsoft Visual Studio 2015.

The “neuralnet” library [27] for the R language was
used to work with neural networks. It made it possible to
create neural networks with the structure of a multilayer
preceptron, trained by the method of back propagation of
the error (ordinary or elastic propagation). This library
has a user-friendly interface and a high degree of con-
figuration flexibility, allowing you to select the activation
function and the error function.

The R library “ForecastComb” was used to compute
the aggregated forecast. This library contains more than
12 aggregation methods (fig. [3).
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Figure 3. Forecast aggregation system form

Time series from the Computational Intelligence in
Forecasting (CIF) competition [28] were selected to test
the effectiveness of the developed solution.

o The first CIF benchmark contains 91 time series
of different lengths (from 12 to 1089 observations)
and different frequency of observations: day, month,
quarter, year.

e The second CIF benchmark includes 72 time series
with a frequency of a month and a length of 28 to
120 observations.

Five experiments with identical algorithm were carried

out. The averaged final result was obtained for them.

1. A set of 152 time series of the benchmark was
randomly divided into training (142 time series) and
control parts (10 time series) during each experi-
ment.

2. The time series of the control part were excluded
from the general table of the training sample.
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3. The neural network for choosing prediction methods
(with automatic selection of the optimal number of
neurons) was trained using the remaining data.

4. The resulting neural network was used to select the
8 best forecasting methods from the base set for the
time series of the control part of the general table
[29].

Figure [] is a diagram showing, for each of the five

experiments, the average SMAPE error for best practices
and SMAPE for all methods.
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Figure 4. Results of the conducted experiments

IV. Conclusion

The use of a neural network for choosing forecasting
methods allowed, on average, for all experiments to
reduce the error by 7.225%, as can be seen from the
results of the experiments. The average error for the eight
prediction methods chosen by the neural network turned
out to be lower than the average error for all methods in
47 cases out of 50 (94%).
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Paspa6oTka arperaropa JJisi BbIOOpa HAWJIYYIIEro
METO/Ia MPOTrHO3HPOBAHHUS IPYNII BPEMEHHBIX PSI0B

Momkus B.C., Momxknnaa 1.A.,
SAumn [0.C., dpymkuna H.I.

B crarbe mpejacTaBiieH OOIINIA aIrOPUTM BBIYUCIICHHSI arpe-
TMPOBAHHOTO IIPOTrHO3a BPEMEHHBIX PSI0B, B paMKax KOTOPOTro
UCHOJIb3YIOTCS. METO/IBl MAIIMHHOTO OOy4YeHHs Il HaCTPOMKH
napameTpoB rMOpPUAHOI KOMOVHMPOBAHHOM MOZIEN IPOTHO3H-
poBanus. Takxke MpeACTaBIEHH! Pe3yIbTaThl SKCIIEPIMEHTOB I10
HNPUMEHEHHI0 Pa3pabOTaHHOrO aJIrOpUTMa C HCIOJIb30BAHUEM
BPEMEHHBIX PALOB KOHKYpCa «BBIYMCIUTEILHBII UHTEJUICKT B
nporHo3upoBanun» (CIF). Mcrnosnb3oBaHre HEHpOHHON ceTu
IUIs. BHIOOpa METOJOB HPOTHO3ZMPOBAHUS IO3BOJIMIO B Cpef-
HEM M0 BCEM SKCIIEPHMMEHTaM CHU3UTh OMIMOKY Ha 7,225%.
Cpenuss ounmobKa 1 BOCbMM METOJOB IIPOTHO3a, BBIOPaHHBIX
HEHPOHHOM CeThI0, OKa3alach HUXE CpeJHeil OUMOKH sl BCeX
MeTonoB B 47 ciyvasx u3 50 (94%).
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