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Abstract

In this paper we present a novel approach to the dynamic pricing problem for hotel
businesses. It includes disaggregation of the demand into several categories, forecast-
ing, elastic demand simulation, and a mathematical programming model with concave
quadratic objective function and linear constraints for dynamic price optimization. The
approach is computationally efficient and easy to implement. In computer experiments
with a hotel data set, the hotel revenue is increased by about 6% on average in compar-
ison with the actual revenue gained in a past period, where the fixed price policy was
employed, subject to an assumption that the demand can deviate from the suggested
elastic model. The approach and the developed software can be a useful tool for small
hotels recovering from the economic consequences of the COVID-19 pandemic.

Keywords Hotel revenue management - COVID-19 - Dynamic pricing - Demand
elasticity - Concave programming

1 Introduction

A rapid development in the fields of information technologies and e-commerce has
supported the use of dynamic pricing approaches in hotels and the research interest
in this area. The fact that the absolute majority of reservations come from the Inter-
net makes it easy to simulate future demand in all categories, dynamically calculate
and offer appropriate prices, and automatically link every incoming reservation to the
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appropriate category. For example, practical hotel revenue management (HRM) sys-
tems, that use dynamic pricing, are described by Koushik et al. (2012) and Pekgun
et al. (2013). However, the practical systems we know are expensive software tools,
used by the major hotel chains. Many small hotels do not consider acquisition of a
commercial HRM system as profitable.

In this paper we describe a general HRM problem and a solution approach that is
easy to implement, yet showing good performance in the experiments with data sets
of a small size hotel. The source code of the developed software and the results of
the experiments can be downloaded from Bandalouski et al. (2020). The software and
the materials in this paper provide an opportunity for small hotels to use optimization
techniques to aid their recovery from the economic consequences of the COVID-19
lockdown.

The World Tourism Organization UNWTO (2020) reports a decrease of 22% in
tourist arrivals in the first quarter of 2020, and considers three scenarios with declines
of 58%, 70% and 78% in international tourist arrivals for the whole year. The essential
recovery is supposed to start in 2021. The International Association of Scientific
Experts in Tourism (AIEST) AIEST (2020) discusses solutions to limit the eco-
nomic impact of the COVID-19 lockdown. The solutions include redesign of business
processes and changing services to avoid sharing space. A new important business
criterion is to maximize revenue per square unit per unit of time. A suitable electronic
reservation tool is required to meet this criterion.

Our approach to the HRM problem includes the determination of input parameters
for the subsequent mathematical analysis, disaggregation of the demand into several
categories, demand forecasting for the reference price, simulation of the demand-price
relations, and a mathematical programming model for dynamic price optimization.
A reference (or base) price for a demand category is the price of the last sale in this
category, which can periodically be adjusted to the prices of competitors. The decision
variables are prices for rooms in each demand category and on each day of the planning
horizon. The day is assumed to be the time between the check-in time and the check-out
time with one night between them. The introduction of low and high season categories
allows to resolve the seasonality issue and takes into account the demand for special
events. The demand forecast, the simulation of the demand-price relations and the
determination of the optimal prices are carried out separately for each category and
each day of the planning horizon in order to more easily understand, model and solve
the complex problem. Prices are variables in the mathematical programming model, the
criterion of which is to maximize the total hotel revenue in the specified period, subject
to the limited number of free rooms, the upper and lower price limits and the price
hierarchy. The objective function is quadratic as it results from the multiplication of the
prices and the corresponding demand values depending on the price. The constraints
are linear, so the overall problem is computationally simple. Its solution requires less
than a second on a personal computer.

Consider a small size hotel, denoted as 7. In order to make our approach computa-
tionally efficient and easy to implement, we accept the following realistic assumptions:
(1) disaggregation of the demand into categories has a positive effect on the accuracy
of the demand forecast, (2) demands of different categories do not correlate with each
other, (3) past demand is not constrained (by the available rooms), that is, either it was
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always completely satisfied or, if this was not the case then the sum of the unsatisfied
and satisfied room requests is used as the past demand, (4) demand is elastic, that is,
it is a linear non-increasing function of the price, (5) the slope of the demand function
depends solely on the demand category, (6) the effect of causal variables, other than
the prices of hotel H, on the slope of the demand function is minor such that it can be
acceptably estimated by a simple linear regression model based on the past demand
and corresponding price values of the hotel H, (7) the demand for the reference price
can be acceptably estimated by time series methods in which no causal variable is
included, (8) the constant of the demand function depends on the demand category
and the day of stay, and can be calculated by using the reference price, the slope of the
demand function and the demand value forecasted for the reference price, (9) the effect
of causal variables other than the prices of hotel , such as prices of competitors, on
future demand can be accounted by a periodical adjustment of the reference price by
the managers.

Revenue management approaches first appeared in the passenger air traffic in the
late 1970s and are currently well developed there. Numerous results are obtained for
seat allocation, demand forecasting and pricing, with or without competition, see,
for example, Currie et al. (2008). Techniques such as linear and nonlinear program-
ming (Weatherford 2001; Talluri and van Ryzin 1999), dynamic programming (You
1999; Bitran and Monschein 1995) and stochastic programming (van Ryzin and Tal-
luri 2003) were applied for seats allocation problems. You (1999) and van Ryzin and
Gallego (1997) developed approaches that combine pricing and resource management.
Historical, advanced and combined forecasting methods were used to predict passen-
gers’ demand (Lee 1990). In the 1990s, other companies, including the hotel business,
began to gain experience in revenue management by adapting its principles, models
and tools to their own specifics, see, for example, Xiong and Li (2013) and Chung
and Li (2014). In 2005 Talluri and van Ryzin (2005) gave a comprehensive review
of the revenue management research, including a part devoted to the hotel industry.
Recent reviews of literature on hotel revenue management are given by Guillet and
Mohammed (2015), Bandalouski et al. (2018), Vives et al. (2018) and Gonsch (2020).
The most recent publications on this topic include Chen et al. (2017), Cui et al. (2018)
and Gallego and Topaloglu (2019).

The rest of the paper is organized as follows. The next section describes a general
scheme of our approach. The mechanism of demand disaggregation and input parame-
ters for further mathematical analysis are discussed in Sect. 3. Forecasting techniques
are presented in Sect. 4. Section 5 deals with the determination of demand-price
relations. An optimization model is given in Sect. 6. While the optimization model
assumes an exact solution, it is developed based on heuristic reasoning, therefore, our
approach to the hotel dynamic pricing is heuristic in general. Computer experiments
are described in Sect. 7. The paper concludes with a short summary of the results and
suggestions for future research.
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2 General scheme

Next we discuss the main steps for successfully using our dynamic pricing approach.
A client who books a room via a booking portal specifies some attributes, which are
mainly time and length of her stay and possibly further information about the room
type (e.g. room size, shower or bath, balcony, kitchen, etc.). Rooms of the same type
can be offered at different room prices (tariff classes), which are characterized by
additional services (free toiletries, welcome food and drinks, room service, satellite
TV channels, Internet access, breakfast included, etc.). Some rooms allowing multiple
tariff classes can be converted from one tariff class to another. Then we address the
four main steps:

1. Specification of the following input data:

e The demand categories defined by attributes like the time of the booking, time
and length of the stay, and the room type defined by the tariff class (cf. Sect.
3), and

e For each category its reference price (with its lower and upper limits as 50%
deviations),

e The operational cost for each room type and the

e Planning horizon.

2. Forecasting the demand for the reference price (cf. Sect. 4), based on

e Historical data on the check-ins and associated lengths of stay for each demand
category in order to

e Forecast for each demand category the number of check-ins and length of stay
for each day of the planning horizon, which allows a

e Calculation of the number of occupied rooms for each demand category and
day in the planning horizon.

3. Determination of the demand-price relations as linear non-increasing demand
functions for each category (cf. Sect. 5) which means the

e Calculation of the slope of the function by a linear regression based on the past
demand-price values, and the

e Calculation of the constant of the demand function using the reference price,
the slope of the demand function and the forecasted demand for the reference
price.

4. Calculating an optimal price p. . for each category ¢ and each day t in the planning
horizon by solving a mathematical programming problem with a concave quadratic
objective function and linear constraints on the price values (cf. Sect. 6).

Steps 2—4 are applied repeatedly after every registered booking request. Below we
describe our dynamic pricing approach in more detail.
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3 Demand disaggregation and determination of input parameters
and decision variables

We suggest that the demand is disaggregated into several categories, characterized by
a set of parameters. Booking requests with the same set of these parameters comprise
the same demand category. Computer experiments conducted by Weatherford et al.
(2001) have shown that demand disaggregation provides a higher level of forecasting
accuracy. We have found that, while demand disaggregation facilitates solving the
succeeding optimization problem, it can reduce the quality of the forecast by making
the data of the demand time series extremely sparse and disrupting the regularity
of the data. Therefore, there should be a reasonable balance between the number of
categories and the scarcity of data in the categories.

We will illustrate our approach by considering the example hotel H. A historical
database over four years of daily bookings is available for this hotel. We divide the
demand of hotel H into categories according to the following parameters:

Type of season denoted as Season,

Day of the week (Day),

Length of stay (Length),

Length of the time period between the time of reservation and the check-in time
(Before), and

e Tariff class (Tariff).

For hotel ‘H, we differentiate between two seasons: the low season (Low) includes
January—March and November, and the high season (High) includes the rest of the
year. No special events have occurred in the past and are not expected in the future.
Days of the week are characterized as weekdays (Mon—Thu) that include Monday
to Thursday, and weekends (Fri—Sun) with Friday to Sunday. Demand of the same
type of season and day of the week has no seasonal and weekly fluctuations. With the
introduction of the parameters Season and Day we no longer have to “clean” the data
from seasonality in the forecast stage.

We assume that the length of stay can be of two classes: less than or equal to
7 days (7—) and more than 7 days (8+). The length of the time period between
reservation and check-in can be less than or equal to 7 days (7—), 8-30 days (8-30)
and more than 30 days (31+). The approach does not set a price for spot demand,
that is, for check-ins without a reservation. We also define five tariff classes: economy
class (E), premium economy class (E+), business class (B), premium business class
(B+) and suite (S), which are partitioned into » = 3 tariff-convertible types: type 1
includes economy class and premium economy class, type 2 includes business class
and premium business class, and type 3 includes suite only. A room of a certain tariff-
convertible type can be converted from one tariff class to another tariff class of the
same type at no cost.

The result of the above classification is that each reservation is assigned to one
of the 120 demand categories. The value 120 is obtained by multiplying numbers of
values of the category parameters: 120 = 2 x 2 x 2 x 3 x 5. Demand categories are
denoted as ¢, ¢ = 1, ..., k, where k = 120 for the hotel . Demand category c is
represented as follows:
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¢ = (Season = X, Day =Y, Length = Z, Before =V, Tariff = W),

where X € {Low, High}, Y € {Mon—Thu, Fri—Sun}, Z € {7—,8+}, V €
{7—,8-30,31+}, W e {E,E+, B, B+, S}. For example, ¢ = (Season =
High, Day = Fri—Sun, Length = 7—, Before = 7—, Tariff = B). Note that
check-in date of a reservation uniquely defines type of the season and day of the
week. Denote by C; a subset of eligible categories which are uniquely defined by the
check-in day t.

Denote by M; the set of categories with rooms of the tariff-convertible type i, and
assume that categories of the same tariff-convertible type are numbered consecutively
suchthat M; = {¢;_1+ 1,¢ci_1+2,...,¢;},i=1,...,r,wherecy :=0and ¢, = k.
Assume that there is a requirement of price hierarchy between the demand categories
of the same tariff-convertible type such that the following relations must be satisfied:
Pre < Pret1foranyce C:NM;ande+1eCoNM;,i=1,...,r.

The other input parameters for our revenue management approach are the planning
horizon, the room operational cost for each tariff class, the lower and upper bounds
on the price values in the demand categories and the reference price for each demand
category. The planning horizon is the period of time in the future for each day of which,
starting from today, optimal prices have to be determined. The room operational cost
is the per day cost applied if the room is in use. We require that the room price is not
lower than the room operational cost.

When adjusting the reference prices, managers can group categories, define the
reference price for one category of each group, and then set the percentage deviation
from this price for reference prices of other categories of the same group. The ref-
erence price setting category can be defined by the highest price. For the hotel H,
rooms are sold at the highest price in the category (Season = High, Day = Fri—
Sun, Length = 7—, Before = T—, Tariff = W) of the group of categories with
the same tariff class W.

The decision variables are prices for rooms for each day t of the planning horizon
in each demand category from the set C;. Note that the day prices for a long stay are
not required to be the same, they can be different for different days.

4 Demand forecasting for the reference price

We assume that the demand for the reference price can be acceptably estimated by
time series methods. It is important to choose a method which guarantees appropriate
forecast accuracy. The choice of the forecasting method strongly depends on the his-
torical data at hand and the specificity of the entire HRM approach. In the literature,
three major types of time series methods for demand forecasting have been studied:
historical, advanced and combined, see, for example, Lee (1990), Rajopadhye et al.
(2001) and Ivanov and Zhechev (2012). Disaggregation of the demand into categories
may cause an excessive data sparseness. Advanced and combined methods aim at
monitoring and maintaining regularities in sparse time series. However, they are sen-
sitive to the input historical data, which affects their quality. Historical methods do not
include specific tools to account for data regularities but they are not so sensitive to the
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input data and provide stable and sufficiently accurate forecast results either for sparse
or well saturated time series (Makridakis et al. 1982; Schnaars 1984; Weatherford and
Kimes 2003). We employ historical forecasting methods because they are simple and
effective with respect to the demand disaggregation.

Demand forecasting starts with building two historical time series for each demand
category and day: (1) the number of realized check-ins and (2) the length of stay
associated with each check-in. Then, the forecasted numbers of future check-ins and
their lengths of stay are linked together in order to calculate the predicted num-
ber of occupied rooms in each demand category and day in the planning horizon.
These numbers are obtained by means of straightforward arithmetic manipulations
with the forecasted check-ins and lengths of stay. The succeeding stages of our
HRM approach use the forecasted number of occupied rooms for each category and
day.

The length of the planning horizon varies from 1 day to 12 months. The same
forecasting method cannot give accurate results for short-term and long-term fore-
casting horizons. The same observation holds with respect to the data sparseness,
which depends on the level of demand disaggregation. We consider demand data of
each category as sparse if in at least one of the days of demand time series in the
historical period there were no check-ins. For periods of planning up to three months,
we employ either modified Holt’s double exponential smoothing (M-Holt) or modified
moving average (M-Moving) methods. This alternative arises due to the density con-
dition of disaggregated historical data. Sparse data leads to inaccurate estimates of the
smoothing coefficients of level and trend and, consequently, to an error in the M-Holt
forecasting method. Therefore, M-Moving method is applied to sparse data. Since
the accuracy of the demand time series extrapolation decreases with the extension of
the planning horizon, the approach applies modified “same day last year” (M-Same)
forecasting method for long-term periods of three months or more. All three forecast-
ing methods are modified by us in order to improve forecast accuracy in the specific
environment of our HRM approach.

Let us give details of the forecasting methods. First note that the length of the
historical period is method specific. Given a demand category, denote the realized
value of the number of check-ins in a past day i as s;, i = 1,...,t, where 7 is the
last day of the historical period, and denote future number of check-ins in a future
dayias §;,i =t +1,...,t + T, where T is the length of the planning horizon.
We assume that check-ins are indexed 1,...,¢q,q9 + 1,...,q + Q, where 1 is the
first (oldest) check-in of the historical period, ¢ is the last check-in of the historical
period and Q is the forecasted number of check-ins in the planning horizon. We have
0= Zz;zl 3:t—&-m-

We will describe forecasting methods on the example of forecasting the number of
check-ins.

Modified Holt’s double exponential smoothing (M-Holt). Holt’s double expo-
nential smoothing forecasting method is an extension of the simple exponential
smoothing method, see Gardner (2006) and Rajopadhye et al. (2001). The advan-
tage of Holt’s method is that, besides the smoothed value of the series, it is able to
capture medium-term trend. The trend represents the direction in which the series is
moving and reflects both internal effects of changes in the hotel as well as external,
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which affect businesses in the region. The method consists of forecast equation and
two smoothing equations:

§,+m:lt+mr,, m:1,...,T, (l)
li=asi+ A —a)li—1+ri1), 1=2,3,...,t (2)
ri=yWli—lLi—)+ A =i, 1=2,3,...,1 3)

where /; is an estimate of the level of the series at time i, r; is an estimate of the trend
of the series at time . Initial values of /1 and r; have to be specified. « is a smoothing
coefficient for the level, and y is a smoothing coefficient for the trend, 0 < o < 1,
0<y=1l

Equation (1) shows that m-step-ahead forecast is equal to the estimated level at
day ¢ plus m times the estimated trend value at day ¢. The Eq. (2) shows that /; is
a weighted average of observation s; and the within-historical-period one-step-ahead
forecast for time i given by /;_{ 4+ ri—1. The trend Eq. (3) shows that r; is a weighted
average of [; — [;_1 and the previous estimate of the trend r;_1.

Optimal values for coefficients « and y are estimated from the historical period.
Coefficients are estimated by minimizing the mean squared error (MSE). The within-

historical-period one-step-ahead forecast errors are specified as ¢; = s; — 8, i =
re? " a

1,...,t,and MSE is specified as MSE = @ To calculate 5;, §; = 1,1 + ri_1,

i = 1...t, initial values of level and trend can be specified as /; = s1 and r| =

(s2—51)+(s3—52)+(s4—53)

3 and initial values of coefficients « and y take arbitrary values
within the interval [0,1]. Experiments conducted on the historical data of the hotel H
showed that the length of the historical period equal to three months gives the best
accuracy of the M-Holt forecasting method.

Note that the original method can output fractional parts of the demand values,
whose rounding can substantially distort the forecast results. To account for the con-
tribution of the fractional values of check-in time series we suggest to accumulate
them starting from the first day of the planning horizon 7 + 1. As soon as the sum of
the fractional parts of the numbers of check-ins exceeds 1, an extra check-in unit is
generated. This unit is randomly added to one of the corresponding days. Therefore,
no forecasted demand is lost, which is essential for the disaggregated demand.

Modified Moving average (M-Moving). We use this method for short-term and
medium-term planning horizons with up to three months length. Forecast of values
of time series for day ¢ 4 1 is calculated by averaging N, 1 < N < ¢, previous
observations of the series by the following formula:

i=t—N+1
The method suggests that §;.1, = §;+1,m =2,3,...,T.
The criterion for choosing the optimal number of observations N is the smallest

forecasting error. Computer experiments on the historical data set of hotel H have
shown that the minimum forecasting error is attained for N = 8. Our modification
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of the moving average method concerns fractional values. It is similar to that in the
M-Holt method.

Modified method ‘‘the same day last year”” (M-Same). In the forecasting method
“the same day last year”, the forecasted value of time series for the demand category
in day r + 1 is assigned the number of check-ins of the corresponding category in the
same day of the last year. For example, if there were 77 check-ins on Friday of week
48 of last year, then, according to the method, on Friday of week 48 of this year there
will be the same number of check-ins.

To increase the accuracy and add dynamics to the forecasting method “the same day
last year”, we suggest to modify it as follows. Let us forecast the number of check-ins
for a day ¢ 4 1. Without loss of generality, let this day be Friday. The method M-Same
takes the number of check-ins of the same day in the last year but adds to it an average
value of deviations of that value from the numbers of check-ins of all Fridays in the
last month. If the number of check-ins on Friday of week 48 of last year was 23 and
the numbers of check-ins on Fridays of weeks 47, 46, 45 and 44 of this year were
25, 26, 23 and 24, respectively, then the forecasted number of check-ins for Friday
of week 48 of this year will be 24,5 = 23 + %&. Accounting for the fractional
values of check-ins is similar to that in the M-Holt and M-Moving methods.

We conducted computer experiments with the data of hotel H in order to evaluate the
accuracy of the suggested forecasting methods. Results of the forecast were compared
with the actual past demand. We calculated Mean Absolute Error (MAE) and Mean
Squared Error (MSE) for each demand category. Average values of MAE and MSE
across all categories are equal to 0.12 and 0.14 for M-Holt, 0.095 and 0.114 for M-
Moving and 0.089 and 0.1 for M-Same, respectively, that is, they deviate less than
15% from the best value, which is zero.

Some reservations made in the past may be canceled in the future before their check-
ins. In order to account for this situation, we calculate the probability of cancellation
for each demand category and assign a random number between O and 1 to each
realized reservation. If this random number is less than or equal to the corresponding
probability of cancellation, then the reservation is not counted in the future. For a
given demand category, the ratio between the number of canceled reservations and
the total number of reservations in the historical period for this category is taken as
the probability of cancellation. Reservations that have been made and decided to be
counted in the future reduce the number of rooms available during the corresponding
period of stay.

In times of the COVID-19 crisis, historical data are few, and hence, they are less
meaningful. In this situation, we suggest to consider several future demand scenarios
such as pessimistic, moderate and optimistic ones. We suggest that the moderate future
demand is obtained based on the available data, and pessimistic and optimistic future
demands are obtained by multiplying the moderate demand by certain coefficients.

5 Demand-price relations

We restrictively assume that the demand is a linear non-increasing function of the price.
Consider an arbitrary check-in day 7 and an arbitrary eligible demand category ¢ € C;.
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Assume that the demand for this category and day is a linear non-increasing function
Jz.c of the price pr . for this day and category: fr . (pr.c) = dr.c — bepr.c,» Where
b. > 0 is the category dependent slope of the demand function, which is also called
elasticity coefficient in the demand-price studies, see Marshal (1890), and a; . > 0
is a constant. The elasticity coefficient tends to change only in a long term under the
influence of external political and economical factors such as the COVID-19 crisis.
Therefore, it does not depend on t and it may be applied to all days in the planning
horizon within the same category. Contrarily, the constant a . of the demand function
fr.c depends both on the demand category ¢ and the day .

Slope of the demand function. The elasticity coefficient for the demand category
¢ is determined by a simple linear regression approach. A maximal set of historical
data of the category is employed to fit a straight line through the set of data points in
such a way that makes the sum of squared residuals of the simple linear regression
model as small as possible. The fitted line represents the historical demand function,
and its slope determines the elasticity coefficient b.. It is important to employ all
historical data available in order to get more realistic estimate of the slope of the
demand function. Causal (or explanatory) variable of the regression function is the
room price adjusted for inflation, and dependent variable is the number of rooms sold
for this price.

An excessive sparseness of the data of some categories and the influence of unpre-
dicted factors may cause producing negative values of the elasticity coefficients b,.
Since the demand function f7 . is assumed to be non-increasing, negative coefficients
b, are considered as deviations from the law. In such a case, we force b, to take zero
value. In the computer experiments with data of the hotel H, no case with a negative
coefficient b, was observed.

Constant a; .. We suggest that the constant a; . is calculated as a; = Z; o +b, p(c),
where p? is the reference price for category ¢ and Z; . is the forecasted number of
occupied rooms for this category in day 7. Let i, denote the operational cost of a
room in category c. Since p? < h. implies negative profit for room category c, we
reasonably assume that pg > h. for all c. As we already mentioned, the reference
price can be periodically adjusted by the managers for prices of competitors.

6 Optimization

Our optimization model aims at maximizing the total profit of the hotel. Input data
for the model are the defined parameters a, . and b, for each demand function f; .,
¢ € Cq, the lower and upper bounds L. and U, on the price values of each category
¢, obtained as 50% deviations from the reference price p?, the room operational cost
h. for each category c, and the number of available rooms R; ; for demand categories
of each tariff-convertible type i in each day t. Since U, < h. implies negative profit
for category c, we reasonably assume that U. > h, for all c. Based on the price
hierarchy assumption, we also reasonably assume that p? < p(c) 1 and h, < hoyq for
ce C:NM;,c+1eC;NM;, and any T and i. Maximization of the total profit of a
hotel is gained via solving the following quadratic programming problem with room
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prices pr . as the variables.

+T
max Y Y (are = bepre)(pre = he). )
7=t+1ceC;

subject to
Le < pee, T=t+1,...,t+T, ceCy, ©)
pT,CEUC7 T=t+17"‘7t+T7 CEC‘[5 (6)
are > bepre, T=t+1,...,t+T, ceCq, @)
pr,czhm t=t+1,...,t+T, ceCq, (8)
> (@re—bepre) SRei i=1....r,T=t+1,....1+T, )

ceM;NC,
Prc<Prct+1, c€C:NM;, c+1eCNM;, i=1,....r, t=t+1,...,t+T,
(10)
pre >0, V1,cecC;. (11)

Relations (5) and (6) address price lower and upper bounds, respectively. Con-
straints (7) guarantee that the demand takes non-negative values. Relations (8) require
that the room price is not less than the room operational cost. Constraints (9) ensure
that the sum of the requested number of rooms in different categories of the same tariff-
convertible type i and day T does not exceed their available number R; ;. Constraints
(10) secure the price hierarchy between categories of the same tariff-convertible type.
Our optimization model does not allow overbooking. It may happen that the forecasted
demand for the reference price exceeds the corresponding room capacity. Then the
model will try to increase the price in order to decrease the demand, and by doing so,
satisfy the capacity constraint.

Observe that, due to the assumptions about the input parameters, L, < U, L, <
p(c) = a”b% < agf, he < p? < % and h, < U, for ¢ € C,. It follows that
max{L., h.} < min{UC, ag—;‘} for all pairs (t, ¢) such that ¢ € C;, and therefore, a
feasible solution of the relations (4)—(9), (11) always exists. Regarding the relations
(10), they are satisfied if and only if

a+ -~
maX{LC’ hc} S min {UC+17 LH} ’ ce Mi N CTa
bc+l
c+leM;NCy, t=t+1,...,t+T,i=1,...,r. (12)
Since L. < p9 < p?  <U..{ L.<p<pV <l p <p  <U d
MNCC Le = Pe = Pey1 = Yetls ke = Pe = Peyy = 0 e = Netl = Ul AN
he <heyr < p?_H < ag’fll , relations (12) are also satisfied.

We have shown that the problem (4)—(11) always has a feasible solution. It is a
mathematical programming problem with a concave quadratic objective function and
linear constraints. The problem can be decomposed into 7" subproblems. Each such
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a subproblem considers one day t, t =t + 1,...,¢ + T. An optimal solution of
the original problem is determined by the optimal solutions of the subproblems. The
problem can be solved by a standard optimization software, for example, CPLEX or
MATLAB.

Solving problem (4)—(11) specifies optimal price p; . for each category ¢ € C;
in each day t of the planning horizon. Data for the considered hotel H includes 5
room types, 2 values of the parameter Length and 3 values of the parameter Before.
Therefore, the cardinality of the daily set of optimal prices for the hotel H is 30. If the
period of stay of incoming reservation starts in one category (low season or weekday)
and ends in another category (high season or weekend), then the period of stay is
divided into several parts, each of a unique category, and the corresponding price
is calculated for each part. Given optimal prices p7 ., the corresponding anticipated
demands ar . — b, pj’c can be computed. These values are estimates of the hotel
occupancy for each day and room type and they can be used for planning service
activities. A solution of the problem (4)—(11) can be analysed and approved or modified
by the decision makers. An approved solution is made accessible to the potential guests
of the hotel.

There can be two booking policies based on the solution of the problem. The first
policy is to accept every incoming request and update the solution after each booking.
The second policy is to accept as many requests from each category as determined
by the optimal demand values a; . — b p5 .. The excessive requests will be rejected.
The efficiency of the second policy strongly depends on the demand forecast quality.
Irrespectively of the booking policy, we suggest price update to occur after every
realized booking, because every booking decreases the number of available rooms.
We also suggest to set up several planning horizons with different lengths, for example
for 1,7, 31,90, 180 and 360 days, and update solutions for all of them simultaneously.
Accuracy of the forecast and, therefore, solution quality decreases as the length of
the planning horizon increases. Therefore, solutions for the shorter planning horizon
should be more accurate.

7 Computer experiments

In order to evaluate the efficiency of our dynamic pricing approach, we conducted
computer experiments to compare the actual revenue of the example hotel H in the
past period with the modeled potential revenue generated by our approach for the
same past period, which we call comparison period, subject to the assumption that
any demand value in this period is randomly drawn from the interval [0.95d, 1.05d],
where d is the demand value calculated according to the elastic model described in
Sect. 5.

In the experiments, we use data of the hotel H disturbed because of the confiden-
tiality. The room operational cost, A, is set to 50 for all categories. Reference prices
of the most valuable categories of tariff classes E, E+, B, B+ and S are set to 139, 149,
159, 175 and 189, respectively. Percentage deviations from these reference prices for
categories with parameters Season=Low, Day=Mon—Thu, Length=8+, Before=8-30
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and Before=30+ are set to 20%, 10%, 10%, 10% and 15%, respectively. The approach
employs the M-Moving forecasting method.

A past period of 90 days is considered. It is divided by a fixed day 7 into two periods:
initial historical period of 30 days # — 29, r — 28, ..., ¢, and initial planning horizon
of 60 days t + 1,1 +2,...,t + 60. 14 days t + 31, + 32, ..., ¢ + 44 are used as
the comparison period. The reason for choosing these days is that no booking with
parameter Before=31+ that have been made in day ¢ or after can have a check-in in
day ¢ + 30 or before.

The experiments were run on a PC with Intel Core i5 2.4 x 2 GHz processor and
4 GB of RAM under MS Windows 8.1 Pro (64 bit). Three types of scenarios have
been considered for the selection of the historical input data. In the steady scenario,
daily number of check-ins in the historical period does not differ much from the daily
number of check-ins in the planning horizon. Low-grow and high-grow scenarios are
characterized by low and high growth, respectively, of daily check-ins in the planning
horizon in comparison with the same values in the historical period.

In each scenario, the experiment was run 14 times, once for each t = ¢, +
1,..., ¢+ 13. In each run, the solution method was applied for the historical period
T—29,7—28, ..., t and the planning horizont+ 1, T +2, ..., T +60. The modeled
revenue was calculated for the day 7 + 31 of the comparison period. Numerical results
are shown in Table 1.

Experiments demonstrate that our dynamic pricing approach increases the average
revenue of the hotel in comparison with the static pricing strategy. Moreover, due to the
fact that the cost structure of the hotel business is characterized by high fixed and low
variable costs, the ability of the approach to increase revenue brings even relatively
greater contribution to the profit than to the revenue.

8 Conclusions

We describe a dynamic pricing approach for a hotel revenue management problem
with multi-products. The demand is divided into several categories, the forecast is
made for each category and the optimal prices for the categories are found by solving
amathematical programming problem with a concave quadratic objective function and
linear constraints. As soon as the optimal prices have been determined, the demand
function can be used to determine the number of rooms that should be assigned to each
category. One decision strategy is to accept any booking in a category if a suitable room
is available. Another strategy is to only accept the number of bookings determined by
the demand function and optimal prices. Our approach can take into account the prices
of competitors as these are included in the reference prices of the demand categories.
The approach can be used to plan prices for the period up to a year in advance. It can
be used to manage a single hotel or a hotel chain, provided that the season periods of
all hotels in the chain are the same.
The special features of our approach are:

e Handling multiple products;
e Addressing the lengths of stays;
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Addressing the hotel capacity;

The flexibility of shifting a room from one tariff class into a different tariff class;
No limits on the number of price changes;

The planning horizon is up to a year;

The demand-price function allows a short-term modeling in times of a crisis like
COVID-19 pandemic.

Computer experiments have shown that the suggested dynamic pricing approach
can increase hotel revenues. The approach is expected to be more efficient in terms
of the computational resources than the existing stochastic programming, dynamic
programming and fuzzy goal programming methods adapted for hotel dynamic pricing
and revenue management.

During the COVID-19 crisis hotels need to be reactive and flexible. The suggested
revenue management tool allows to audit reservations and calculate different future
demand scenarios. The choice of the hotel for a traveller is based on several factors
such as long period reduction, room upgrades, high season offers, special cancellation
offers, etc., which can be accounted in the demand categories. The tool offers the hotel
business the opportunities of an improved price management for various scenarios and
a quick reaction on market and demand changes. It can support the recovery of small
hotels from the economic consequences of COVID-19.

Note that a long employment of the dynamic pricing approach can lead to an
endogeneity problem in determining correct demand-price relations. The problem is
that the hotel changes prices in response to demand and demand changes in response
to price. In this case, the suggested simple linear regression model can produce lower
values of the elasticity coefficient than its true values, that is, the price elasticity can
be underestimated. Further research is required to address the endogeneity problem if
it does arise.
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