pe3yibTaTOB pEUICHUST MAaTEMaTUYeCKUX 3aJad B Pa3IMYHBIX MPEAMETHBIX
00J1acTsX.

[IpuMeHeHre cMemaHHOW MoJenu OOy4YeHHUsS IO3BOJUIIO OCYIIECTBUTH
WHHOBAllMOHHBI W TBOPYECKMH MOAXOJ K MPENOJABAHUIO JUCIUIUIMHBI
«YUuCIICHHBIC METOJIBD.
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TECHNOLOGY OF COMPUTER VISION: VIDEO ANALYTICS
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XURSHIDA KARIMBERDI KIZI!, USMANOV AKBAR!
ITashkent University of Information Technologies named by Muhammad Al-
Khwarizmi, Tashkent, Republic of Uzbekistan

Abstract: The article dedicated video analytics is a technology that uses
computer vision methods for automated acquisition of various data based on
analysis sequence of images coming from video cameras in the mode real time
or from archival records. Under the task of discovery dynamic objects is
understood as the task of detection and selection changing areas of the image in
a sequence of frames. Accordingly, the detection of a certain object means the
choice one or more detected dynamic objects that have some similar features
with a given search object. Features are selected according to the algorithm.
Search process object is complicated by affine, projective distortions,
overlapping object by other objects and receiver (sensor) noise. For real
practical applications, the task is to process the video sequencein the real speed
of receiving the data stream.
Keywords: method, algorithm, searching an object, video stream.

TEXHOJIOI'USA KOMIIBIOTEPHOI'O 3PEHUS: BULEOAHAJIMTUKA
BEKHA3APOBA CANJIA CAOUBYJIJIAEBHA!, ABIVJIJIAEBA

XYPUIMJA KAPUMBEPJIU KbI3bI!, YCMAHOB AKBAP!
"Tawxenmckuti ynusepcumem un@opMayuonHbLx MexHoI02utl UMeHU
Myxammeoa anv-Xopesmu, Tawkenm, Pecnybnuxa Yzoexucman

AHHOTanus: MeToabl KOMIBIOTEPHOTO 3pEHUS Ui aBTOMATHU3UPOBAHHOTO
cOopa pa3MYHBIX NTaHHBIX, OCHOBAHHBIC HA AHAU3€ IOCIEIOBATEIILHOCTH
M300paKeHMIA, TTOCTYMAIONINX C BUACOKAMEDP B PEXHME PEalbHOTO BPEMEHHU
WIA W3 apXWBHBIX 3aluceil. Moja 3amadeil OOHAPYXKEHHS ITUHAMHYECKHX
O00OBEKTOB TOHUMAETCS 3a7ada OOHAPYKCHHSI W BBIJCICHUS W3MEHSIOIINXCS
oOmacteil M300paKeHHUS B TIOCIEOBATEIILHOCTH KaJlpOB. COOTBETCTBEHHO,
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oOHapyKeHHE OTPEEICHHOT0 00bEeKTa O3HayaeT BHIOOP OJHOTO WM OoJiee

O6H3py>KGHHBIX JUHAMHUYECCKUX O6’beKTOB, KOTOpPBIC HMCIKOT HCKOTOPLIC

CXOJIHBIE TPU3HAKU C JAHHBIM OOBEKTOM IMOUCKA. (DYHKIMH BBIOMPAIOTCS B

COOTBETCTBHH C aJITOPUTMOM. TIPOILIECC TOUCKAa OOBEKTa OCIOKHICTCS

adUHHBIMU, TPOESKTUBHBIMU UCKAXKEHUSIMH, TIEPEKPHITUEM 00BEKTA IPYTUMU

00BbEKTaMH U LIyMaMH MPUEMHUKA (JaTYMKA). Ui PEeabHBIX MPaKTHUYECKUX

MPWIOKEHUH  3a7ada  COCTOMUT B TOM,  4YTOOBI ~ 0OpaboTath

BUJICOTIOCIICIOBATEIILHOCTD C PEaTbHON CKOPOCTHIO IIPUEMa TIOTOKA TAHHBIX.

KiroueBbie cioBa: crmoco0, anroputm, Mouck o0beKTa, BUACOMOTOK.

According to the system requirement, the algorithm should be based on the
search for the key points of the object. The conducted studies have shown that the
ASIFT method is the most resistant to the criteria considered. ASIFT is based on
the SIFT method, which has a fast-acting analogue - the SURF method.

The SIFT method is the most resistant to the criteria considered, but has a
high computational complexity. The SIFT algorithm is a complication of the SIFT
method, which makes it possible to achieve stability to all affine transformations
by modeling changes in camera tilt. According to the constructed functional model,
the camera tilt changes are generated by the A12 function, thereby the ASIFT
method becomes redundant in finding singular points.

In SIFT, the key point is considered to be the local extremum in the scalable
space of the Gaussian difference. In the fast—acting analog, the SURF method [1],
the key point is the local extremum of the determinant of the Hesse matrix. In
practice, the SURF algorithm allocates fewer key points on the object image, but
has a high frame processing speed compared to the SIFT method [2]. To quickly
find key points and calculate descriptors, it is proposed to use the SURF method as
a basis.

Considering the constructed functional model, the stability to scaling in the
system is achieved by performing the A13 function on the image of the desired
object, therefore, the SURF method has been upgraded: the search for key points
1s performed only on one octave. In this regard, the computational complexity of
the upgraded method is reduced by s times, where s is the number of octaves.

Algorithms and methods for finding the intersection of descriptors

To find the intersection of two descriptor sets , the following approaches are
actively used today:

- the RANSAC method;

- the Kuhn — Mankres algorithm.

RANSAC — This is a general method that is used to estimate model
parameters based on random samples. When compared, the model is a
transformation matrix (homography). There are two sets of descriptors at the input
of the algorithm. The scheme of work of RANSAC consists of repeated repetition
of three stages:
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1. Selection of points and construction of model parameters. From the input
sets of descriptors, sets of fixed size are randomly selected without repetition.
Based on the obtained sets, a transformation matrix is constructed.

2. Checking the constructed model. For each descriptor of the object image,
a projection is located on the current frame and a search is performed for the closest
descriptor from the set of descriptors of the current frame. The descriptor is marked
as an outlier if the distance between the projection and the corresponding descriptor
of the current image is greater than a certain threshold.

3. Replacement of the model. After checking all the points, it is checked
whether the constructed model is the best among the set of previous models. As a
result of using RANSAC, the best homography matrix is constructed. Having
calculated the perspective projection of a set of object image descriptors, it is
enough to pass through all the correspondences obtained during the iteration and
check whether the corresponding descriptor of the current frame is close enough to
the projection of the object image descriptor. If it is not, then the pair is discarded
[4].

According to [5] for one model, the computational complexity will be O(n),
however, in practice, the results are unacceptable for use due to the large number
of possible errors [11]. There are modifications of the RANSAC method. For
example, the G-Linkage algorithm and the kernel adaptation algorithm, which
allow finding pairs with fewer errors, but with computational complexity 0 (n?)
[6]. The Fischer scaled Compressed Vector algorithm with RANSAC (SCFV-
RANSAC) [7] similarly has fewer errors due to additional processing of the set of
descriptors for matching.

The Kuhn-Mankres algorithm

The task of matching descriptors can be represented as an assignment task.
We interpret it into a graph form. Let the mask parameters (descriptors) be the
vertices of the graph, and the values of the vertex similarity measure are the edges
of this graph. The complexity of the original algorithm is O(n*). To solve the
problem by the Kuhn-Mankres method, it is necessary to add new virtual vertices
of the graph, which will be infinitely removed from other vertices. Then K, ,,[W]
— weighted graph with fractions X and Y. The output of the method is the set of
edges of the optimal match P in this column.

The Kuhn — Mankres method can be represented as the following sequential
operations:

1. Set to K, ,[W] arbitrary acceptable markup f and find a subgraph of
equalities Gy, f.

2. Using the Hungarian algorithm to find the maximum match P in the graph
Gw,r and a lot of F free relatively P share vertices X.

3.If F = 0, finish the job.
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4. Find all alternating chains in the graph Gy f, starting in F, put S and T
equal to the set of all vertices of the fraction X (accordingly, the shares Y), met in
these chains.

5. If in T there are no free vertices, put

A= miny {f(xi) + f(yj) — Wl-j},
X{ES,y; € /T

Where f(x) = f(x) — A for everyone x € S,f(y) = f(y) + A for

everyone y € T, find a new graph Gy, r and go back a step 4.

6. Increase P, by repainting the magnifying chain found, and go back a step
3 [8].

Algorithm for limiting the search area of an object in the frame

The algorithm for limiting the object search area evaluates the scale of the
object image by the descriptors of key points according to the following scheme:

1. Find for each key point of the frame the closest match from the set of
projectively distorted images of the sample.

2. Remove from further consideration the key points of the frame that have
the value of the proximity measure below the threshold Thr.

3. For each remaining key point of the frame, build a rectangular area. The
coordinates of the selected area in the image are determined by the coordinates of
the corresponding key point in the distorted image of the sample.

4. From the set of key points for further analysis, leave only those whose
rectangular areas have intersection areas with other rectangular areas less than half
the area of the rectangular area of the considered key point.

The algorithm is presented in more detail in the form of a flowchart in
Figures 1 and 2, constructed on the threshold of the proximity measure of
descriptors.

The measure of proximity between the frame descriptors and the sample
image is calculated by the Bhattacharya coefficient [9]:

n-1
p= Z VG- b;,
i=0

where a, b — dimension vectors n, p — measure of proximity, p € [0,1].

The proposed algorithm has less computational complexity than the
algorithms of RANSAC and Kuhn-Mankres. However, the disadvantage of this
approach is to determine the Threshold value.

The identification algorithm should determine whether the area on the frame
is an image or part of the image of the object. To do this, the algorithm must find
the parameters of the window on the frame by the found areas obtained based on
the comparison of local image features — key points. Let the identification
algorithm find the object by an elliptical window. The algorithm suggests using a
method based on the global property of the image. One of the most common global
characteristics is the color histogram [10]. The color histogram is calculated
quickly, however, the spatial arrangement of pixels is not taken into account when
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calculating. It is proposed to enter the point color values with a certain weight: the
closer the point is to the center of the window, the greater its weight. This 1s also
necessary so that small window offsets lead to small changes in the mapping error.

Find for sach frame descriptor the
closest match from the =zet of object
dezcriptors

¥
Delete frame descriptors whose measure
of proximity with the associated
descriptor to the associated object
descriotor 15 less than the threshold Thr

i
Combine the coordinates of the key
points of the frame with the
corresponding coordinates of the key
points of the object image

v

Delete rectangular regions whose
region area is greater than half the area
of interzection with another
rectangular region

I

i

Finizh

Figure 1-block-circuit algorithm limited areas requested in Cadre

This condition corresponds to the core of Epanechnikov [10]:

_(1—x% x| <1
K(x) _{ 0, |x| >1

Thus, the color of the pixel x will be entered into the color histogram with a
certain weight K(x).
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FEATURES OF ADAPTATION OF FOREIGN STUDENTS TO THE
CURRENT TERMINOLOGY WHEN TEACHING PHYSICS AT THE
PREPARATION DEPARTMENT
BELY V.V., BUDZKO L.V., GORBACHEVSKY D.A.
Belarusian National Technical University, Republic of Belarus
Abstract: The material describes the features of the adaptation of foreign
students to Russian terms during their training at the preparatory department of
a technical university. Methodical approaches for teaching physics to this
contingent of students are proposed: — studying a multilingual dictionary of
special terms at the beginning of each lesson and recording this dictionary on
the mobile phone of each student; — a combination of a simple adapted text with
the solution of problems and tests, where the studied terms appear in the form
of formulas.
Keywords: special terms, physics, teaching foreign students
TpaaAUIMOHHBII  KOHTUHIEHT TMOJATOTOBUTEIBLHOIO  OTACJICHUS  JJIA
WHOCTPAHHBIX  CiIyliaTeled  COCTOMT M3  MPEJICTaBUTEIEH  MHOTHUX
HAIlMOHAIBHOCTEW:  KHUTAWIbl, y30€KH, JAaTHHOAMEPUKAHIIbI, Tpa)xaaHe
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