An Automated Approach to Checking User
Knowledge Levels in Intelligent Tutoring
Systems

Wenzu Li
Belarussian State University Informatics and Radioelectronics
Minsk, Belarus
lwzzggml @ gmail.com

Abstract—This article is dedicated to the issue of automat-
ing the implementation of rapid testing of user knowledge
in new generation intelligent tutoring systems. A semantic-
based approach to automating the entire process from
test question generation and test paper generation to the
automatic verification of user answers and the automatic
scoring of test papers is described in detail in this article.
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I. INTRODUCTION

Educators have long shared a common desire to use
computers to automate teaching and learning services. In
recent years, with the development of artificial intelligence
technology, this wish is likely to become a reality. The
most representative product combining artificial intelli-
gence and education is the intelligent tutoring system
(ITS), which can not only improve the learning efficiency
of users, but also ensure the fairness and impartiality of
the education process [9].

Automatic generation of test questions and automatic
verification of user answers are the most basic and
important functions of ITS. Using these two functions
in combination will enable the entire process from the
automatic generation of test questions to the automatic
scoring of the user test papers. This will not only greatly
reduce the repetitive work of educators, but will also
reduce the cost of user learning, thus providing more
users with the opportunity to learn various knowledge
(11, 121, [7].

Although in recent years, with the development of
technologies such as the semantic web, deep learning and
natural language processing (NLP), several approaches
have been proposed for the automatic generation of test
questions and the automatic verification of user answers,
these approaches have the following main disadvantages:

e existing approaches to generating test questions allow
only the simplest objective questions to be generated;
e some existing approaches (for example, keyword
matching and probability statistics) to verifying user

answers to subjective questions do not consider the
semantic similarity between answers;

« methods that use semantic to verify user answers
to subjective questions can only calculate similarity
between answers with simple semantic structures
(71, 8], [10].

Objective questions usually have a unique standard an-
swer. In this article, objective questions include: multiple-
choice questions, fill in the blank questions and judgment
questions. Objective questions differ from subjective
questions, which have more than one potential correct
answer. Subjective questions in this article include: defini-
tion explanation questions, proof questions and problem-
solving task.

Therefore, based on existing methods and OSTIS Tech-
nology, an approach to developing a universal subsystem
for automatic generation of test questions and automatic
verification of user answers in tutoring systems developed
using OSTIS Technology (Open Semantic Technology
for Intelligent Systems) is proposed in this article [1],
[2], [5]. The universality of the subsystem means that the
developed subsystem can be easily transplanted to other
ostis-systems (system built using OSTIS Technology). The
developed subsystem allows the use of the knowledge
bases of the ostis-systems to automatically generate
various types of test questions and automatically verify
the completeness and correctness of user answers based
on the semantic description structures of the knowledge.
The discrete mathematics ostis-system will be used as
demonstration systems for the developed subsystem.

II. EXISTING APPROACHES AND PROBLEMS
A. Automatic generation of test questions

Approach to automatic generation of test questions
mainly studies how to use electronic documents, text
corpus and knowledge bases to automatically generate
test questions. Among them, the knowledge base stores
highly structured knowledge that has been filtered, and
with the development of semantic networks, using the
knowledge base to automatically generate test questions
has become the most important research direction in
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the field of automatic generation of test questions. The
basics of how to use the knowledge base to automatically
generate objective questions are described in detail in the
literature [10], [12].

The main problems with the existing approaches to
test question generation are as follows:

o the approach of using electronic documents to
automatically generate test questions requires a large
number of sentence templates;

« the creation of text corpus requires a lot of human
resources to collect and process various knowledge;

« existing approaches only allow to generate simple
objective questions [11], [13].

B. Automatic verification of user answers

Automatic verification of user answers is divided
into verification of answers to objective questions and
verification of answers to subjective questions. The basic
principle of verification of answers to objective questions
is to determine whether the string of standard answers
matches the string of user answers. The basic principle
of verification of answers to subjective questions is to
calculate the similarity between standard answers and user
answers, and then to implement automatic verification of
user answers based on the calculated similarity and the
evaluation strategy of the corresponding test questions
[14], [15]. The verification of answers to subjective
questions was classified according to the approach to
calculating the similarity between answers as follows:

o Based on keyword phrases
This type of approach first allows to split the sen-
tences into keyword phrases and then calculate the
similarity between them according to the matching
relationship of keyword phrases between sentences
[16].

« Based on vector space model (VSM)
The basic principle of VSM is to use machine learn-
ing algorithms to first convert sentences into vector
representations, and then calculate the similarity
between them [17].

o Based on deep learning
This type of approach allows the use of neural
network models to calculate the similarity between
sentences. Representative neural network models
include: Tree-LSTM, Transformer and BERT [18].

« Based on semantic graph
The basic principle of calculating the similarity
between answers (i.e., sentence or short text) using
this type of approach is to first convert the answers
into a semantic graph representation using natural
language processing tools, and then calculate the
similarity between them. A semantic graph is a net-
work that represents semantic relationships between
concepts. In the ostis-systems, the semantic graph is
constructed using SC-code (as a basis for knowledge

representation within the OSTIS Technology, a
unified coding language for information of any kind
based on semantic networks is used, named SC-code)
[1]. The main advantage of this type of approach is
computing the similarity between answers based on
semantics. One of the most representative approaches
is SPICE (Semantic Propositional Image Caption
Evaluation) [19].

The main disadvantages of the existing methods are as
follows:

« keyword phrase and VSM based approaches do
not take into account semantic similarity between
answers;

« semantic graph-based approaches supporting only
the description of simple semantic structure;

« these approaches cannot determine the logical equiv-
alence between answers;

« these approaches are dependent on the corresponding
natural language.

In ITS information is described in the form of semantic
graphs and stored in the knowledge base. Therefore
based on existing approaches and OSTIS Technology an
approach to automatically generate test questions using
knowledge bases and verify user answers based on the
similarity between semantic graphs is proposed in this
article.

III. PROPOSED APPROACH

The subsystem can be divided into two parts according
to the functions to be implemented: automatic generation
of test questions and automatic verification of user
answers. In the following, the functions of these two
parts will be introduced separately.

A. Automatic generation of test questions

The basic principle of automatic generation of test
questions in the ostis-systems is to first extract the
corresponding semantic fragments from the knowledge
base using a series of test question generation strategies,
then add some test question description information to
the extracted semantic fragments, and finally store the
semantic fragments describing the complete test questions
in the universal subsystem. The subsystem allows a series
of test questions to be extracted from the subsystem
and formed into test papers according to the user’s
requirements when test papers need to be generated. Test
papers consisting of semantic graphs of test questions
are converted to natural language descriptions using a
nature language interface. An approach to developing
natural language interface using OSTIS Technology is
described in the literature [6]. In the following, the basic
principles of automatic generation of test questions in
the ostis-systems will be introduced using test question
generation strategy based on class as examples.
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The inclusion relation is one of the most frequently
used relations in the knowledge base of the ostis-systems,
which is satisfied between many classes (including sub-
classes), so that the inclusion relation between classes can
be used to generate objective questions. The set theory
expression form of inclusion relation between classes
is as follows: S; C C(i > 1), (S-subclass, i-subclass
number, C-parent class) [5], [7]. The following shows a
semantic fragment in the knowledge base that satisfies the
inclusion relation in SCn-code (one of SC-code external
display languages) [1]:

binary tree

= inclusion™:
directed tree

= inclusion®:

° binary sorting tree
° brother tree
° decision tree

An example of a judgement question generated using
this semantic fragment is shown below in natural language:
<<Binary tree contains binary sorting tree, brother tree
and decision tree.>>

O True (O False

Other types of objective questions can be generated
using this strategy.

Other strategies used to generate objective questions
include:

o Test question generation strategy based on elements;

« Test question generation strategy based on identifiers;

o Test question generation strategy based on axioms;

o Test question generation strategy based on relation
attributes;

o Test question generation strategy based on image
examples.

The process of generating subjective questions is shown

below:

« searching the knowledge base for semantic fragments
describing subjective questions using logic rules;

o storing the found semantic fragments in the knowl-
edge base of the subsystem;

« using manual approaches or automatic approaches
(such as natural language interfaces) to describe
the definition, proof process or solution process
of the corresponding test question according to
the knowledge representation rules in SCg-code
(SCg-code is a graphical version for the external
visual representation of SC-code) or SCL-code (a
special sub-language of the SC language intended
for formalizing logical formulas) [2].

The proposed approach to generating test questions has

the following main advantages:

o within the framework of OSTIS Technology, knowl-
edge is described in a uniform form and structure,

so that the component developed using the proposed
approach to generating test questions can be used in
different ostis-systems;

« the semantic models of the test questions are de-
scribed using SC-code, so that they do not rely on
any natural language;

« using the proposed approach, high quality objective
and subjective questions can be generated automati-
cally.

B. Automatic verification of user answers

In the ostis-systems, test questions are stored in the
knowledge base in the form of semantic graphs, so the
most critical step of user answer verification is to calculate
the similarity between the semantic graphs of answers,
and when the similarity is obtained and combined with
the evaluation strategy of the corresponding test questions,
the correctness and completeness of user answers can be
verified.

Since the knowledge types and knowledge structures
used to describe different types of test questions are
not the same, answer verification is further divided
into: 1. verification of answers to objective questions;
2. verification of answers to subjective questions.

C. Verification of answers to objective question

Semantic graphs of answers to objective questions
are described using factual knowledge according to the
same knowledge structures, so the similarity between the
semantic graphs of answers to different types of objective
questions can be calculated using the same approach.
Factual knowledge refers to knowledge that does not
contain variable types, and this type of knowledge
expresses facts. When the user answers to objective
questions in natural language are converted into semantic
graphs, they are already integrated with the knowledge
already in the knowledge base. So the similarity between
answers is calculated based on the semantic description
structures [19]. The process of calculating the similarity
between the semantic graphs of the answers to the
objective questions is shown below:

o decomposing the semantic graphs of the answers
into sub-structures according to the structure of the
knowledge description;

« using formulas (1), (2), and (3) to calculate the
precision, recall and similarity between semantic

graphs.
C|Tse(u) @ Tye(s)]
Psc(u,s) = e ()| (D
. |Tgc(u) ® Tsc(5)|
Rge(u,s) = To(s)| 2
P, ) = e o) )

Psc(u,8) + Rse(u, 8)
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The parameters are defined as shown below:

o Ts.(u) — all substructures after the decomposition
of the user answers u;

e Ts.(s) — all substructures after the decomposition
of the standard answers s;

e ® — binary matching operator, which represents the
number of matching substructures in the set of two
substructures.

Once the similarity between the answers is obtained, the
correctness and completeness of the user answers can be
verified by combining it with the corresponding evaluation
strategy. The evaluation strategy of the objective questions
is shown below:

« if there is only one correct option for the current test
question, only if the standard answer and the user
answer match exactly, the user answer is considered
correct;
o if the current question has multiple correct options:
— as long as the user answer contains an incorrect
option, the user answer is considered incorrect;

— if all the options in the user answer are correct,
but the number of correct options is less than
the number of correct options in the standard
answer, the user answer is considered correct but
incomplete. At this time, the user answer score is
Rsc * Maxscore;

— if all the options in the standard answer match
exactly with all the options in the user answer,
the user answer is exactly correct.

Fig. 1 shows an example of verification of user answer
to judgment question in SCg-code.

abjective quesﬁons@-t-
Judgment qur:liuu@-u-
Judgment question based on r'lﬂ;‘(@_‘p.

English language @D binary m‘.’t@ : @jw}guum yuestion of choosing “ fulse”
key sv-clement’ I q O
= @ ®standard answer™
T TC@Tigmpm question of choosing *true”
L

result*

-(-@j{.dgmem question based on inclusion relation
-(-@jud{.menl question of choosing "false "

-

sonree®| —
directed lmc@ ? ®u.w|‘ unswer
brother lrec@_:% - —*—'.r
decision ln:c@.‘_l ®:|’uu'!uri't}"

Figure 1.
question.

An example of verification of user answer to judgment

D. Verification of answers to subjective questions

The approach to calculating the similarity between
the semantic graphs of answers to subjective questions,
according to the knowledge description structure of
the different types of subjective questions, has been
divided into: 1. the approach to calculating the similarity
between answers to definition explanation questions; 2.
the approach to calculating the similarity between answers
to proof questions and problem-solving task.

Calculating the similarity between answers to
definition explanation questions

The answers to the definition explanation questions
are described based on logical formulas (SCL-code).
Logic formulas are powerful tools for formal knowledge
representation in the framework of OSTIS Technology,
which are expanded based on the first-order predicate
logic formulas [5]. In the process of calculating the
similarity between the semantic graphs of answers to
this type of test question, the following tasks need to be
solved:

« establishing the mapping relationship of potential
equivalent variable sc-node pairs between the seman-
tic graphs of the answers;

o calculating the similarity between semantic graphs;

« if the similarity between semantic graphs is not equal
to 1, they also need to be converted to the prenex
normal form (PNF) representation separately, and
then the similarity between them is calculated again
[23].

The semantic graphs of answers to the definition
explanation questions are constructed based on logical
formulas, the variables sc-nodes (bound variables) are
included in the semantic graphs. In order to calculate the
similarity between semantic graphs, mapping relationship
of potential equivalent variable sc-node pairs between
them needs to be established.

In the ostis-systems, the sc-construction composed of
sc-tuple, relation sc-node, role relation sc-node and sc-
connector is used to describe logical connectives (such
as negation (—) and implication (—), etc.) and quanti-
fiers (universal quantifier (V) and existential quantifier
(3)), atomic logic formula (various sc-constructions) or
multiple atomic logic formulas that satisfy conjunctive
relation are contained in the sc-structure and connected
with the corresponding sc-tuple, and these sc-elements
together constitute the semantic graph of answers to the
definition explanation questions. Its structure is a tree.

If the standard answer and the user answer are ex-
actly equal, it means that the atomic logic formulas
with the same semantics between the answers have the
same position in the semantic graph. Thus a mapping
relationship between variables sc-nodes can be established
by determining the position in the semantic graph of each
sc-construction containing the variable sc-nodes and the
semantic connotation it expresses [20], [21], [22].

The process of establishing the mapping relationship
of the potential equivalent variable sc-node pairs between
answers is shown below:

« cach sc-tuple and sc-structure in the semantic graph
is numbered separately according to the depth-first
search strategy (DFS), (for indirectly determining
the position of variables sc-nodes in the semantic

graph);
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« according to the matching relationship of each sc-
element between each sc-construction pair with the
same number in the semantic graph of the standard
answer and the semantic graph of the user answer,
the mapping relationships of potential equivalent
variable sc-nodes pairs between the semantic graphs
are established.

Fig. 2 shows an example of establishing the mapping
relationship between semantic graphs in SCg-code.

In Fig. 2, the definition of the partial ordering relation is
described. A binary relation R is called a partial ordering,
or partial order if and only if it is: reflexive, antisymmetric
and transitive.

When the mapping relationship between the potential
equivalent variable sc-node pairs between the semantic
graphs is established, the similarity between answers
can be calculated, and the detailed calculation process is
shown below:

o decomposing the semantic graphs of the answers
into substructures according to the structure of the
knowledge description;

« establishing the mapping relationship of potential
equivalent variable sc-node pairs between the seman-
tic graphs;

o using formulas (1), (2) and (3) to calculate the
precision, recall and similarity between semantic
graphs.

If the similarity between semantic graphs is not equal
1, it is also necessary to determine whether their logical
formulas are logically equivalent. Because any predicate
logic formula has a PNF equivalent to it. Therefore,
based on the approach to convert predicate logic formulas
into PNF and characteristics of logic formulas in ostis-
systems, an approach to convert logic formulas into unique
(deterministic) PNF according to strict restriction rules is
proposed in this article [23], [24]. The strict restrictions
mainly include the following:

« renaming rule is preferred when converting logical
formulas to PNF;

« existential quantifier is moved to the front of the
logical formula in preference;

o the logical formula can usually be expressed in
the following form: (Q121Q2x2...Qnz, (A < B)),
where @Q;(i = 1,...n) is a quantifier. A is used to
describe the definition of a concept at a holistic level,
and it does not contain any quantifiers. B is used to
explain the semantic connotation of a definition at
the detail level, and it is usually a logical formula
containing quantifiers [8], [24]. Therefore, in order
to simplify the knowledge processing, it is only
necessary to convert the logical formula B to PNF;

The process of converting the semantic graph con-
structed based on logic formula into PNF descriptions is
shown below:

« if there are multiple sc-structures connected by the
same conjunctive connective, the sc-constructions
contained in them are merged into the same sc-
structure;

« climinating all the implication connectives;

« moving all negative connectives to the front of the
corresponding sc-structure;

o using renaming rules so that all bound variables in
the semantic graphs are not the same;

« moving all quantifiers to the front of the logical
formula;

e merging again the sc-structures in the semantic
graphs that can be merged.

If the calculated similarity between the semantic graphs
of PNF representation is not 1, the similarity between the
semantic graphs calculated for the first time is used as
the final answer similarity.

Fig. 3 shows an example of converting a semantic
graph into PNF representation in SCg-code.

In Fig. 3, the definition of the reflexive relation is
described. In mathematics, a binary relation R on a set
M is reflexive if it relates every element of M to itself.

Calculating the similarity between answers to proof
questions and problem-solving task

Both proof questions and problem-solving task follow
a common task-solving process:

1) the set (2) of conditions consisting of some known
conditions;

2) deriving an intermediate conclusion using some of
the known conditions in €2 and adding it to €2. Each
element in €2 can be regarded as a solving step;

3) repeat step 2) until the final result is obtained [25],
[26].

This task-solving process is abstracted as a directed
graph, whose structure is in most cases an inverted tree,
and is called a reasoning tree (i. e. the reasoning tree of
the standard answer). The automatic verification process
of user answers to this type of test questions is the same
as the traditional manual answer verification process, i.e.,
verifying whether the current solving step of the user
answer is a valid conclusion of the partial solving step
preceding that step. This means whether the solving step
in the user answer corresponding to the parent node in
the reasoning tree always is located after the solving steps
in the user answer corresponding to the child nodes [27].

The semantic graphs of user answers to proof questions
and problem-solving task in the ostis-systems are linear
structures consisting of some semantic sub-graphs for
describing the solving steps and some semantic frag-
ments for describing the logical order and transformation
processes between the semantic sub-graphs. The semantic
graph of standard answers to this type of test questions
is an reasoning tree consisting of a number of search
templates (which can be abstracted as the nodes in the
tree). Each search template is constructed using SCL-
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representation.

code in strict accordance with the standard solution steps
corresponding to the test question. The search template
is used to search in the knowledge base for all semantic
fragments corresponding to it [7], [28].

Since the user answers in natural language are con-
verted into semantic graphs they are already integrated

with the knowledge already available in the knowledge
base. Therefore, when calculating the similarity between
the semantic graphs, it is not necessary to consider
the differences of the concepts at the natural language
level. For example, Segment AB and Segment BA are
represented by the same sc-node, they are just two
identifiers of the sc-node [6], [7]. An approach to calculate
the similarity between the semantic graphs of answers
to proof questions and problem-solving task according
to the reasoning tree of standard answer (semantic graph
of standard answer) is proposed in this article, and the
specific calculation process is shown below:

1) numbering each semantic sub-graph in the semantic
graph of user answer (the numbering order started
from 1);

2) each node in the reasoning tree (search template) is
traversed in turn according to the DFS strategy. At
the same time, the corresponding semantic sub-graph
that is included in the semantic graph of the user
answer are searched in the knowledge base using the
search template currently being traversed. If such a
semantic sub-graph exists, then determine whether
the searched semantic sub-graph number is smaller
than the semantic sub-graph number corresponding
to the search template of the current search template
parent node (except for the root node of the reasoning
tree), and if so, the searched semantic sub-graph is
considered correct;

3) repeat step 2) until all search templates in the
reasoning tree have been traversed and the number of
correct semantic sub-graphs is counted at the same
time;

4) using formulas (1), (2) and (3) to calculate the
precision, recall and similarity between answers.

Since this article focuses on the entire process from test
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question generation to the automatic scoring of test papers
and the effective evaluation of subsystems, the basic
principles of answer verification to subjective questions
are thus briefly presented. For a detailed understanding of
the process of constructing semantic models for subjective
questions and user answer verification to subjective
questions please refer to the literature [3].

Once the similarity between the answers to the subjec-
tive questions is obtained, the correctness and complete-
ness of the user answers can be verified combined with
the evaluation strategy for the subjective questions. The
evaluation strategy for subjective questions includes:

« if the similarity between the answers is equal to 1,
the user answer is completely correct;

« if the similarity between the answers is less than 1
and the precision is equal to 1, the user answer is
correct but incomplete and the user score is R *
Maxscore;

« if the similarity between the answers is greater than
0 and less than 1, and the precision is less than 1,
then the user answer is partially correct and the user
score is Fio * MaZscore;

« if the similarity between the answers is equal to O,
the user answer is wrong.

The proposed approach to automatic verification of
user answers has the following advantages:

« verifying the correctness and completeness of user
answers based on semantics;

« the logical equivalence between answers can be
determined;

« the similarity between any two semantic graphs in
the knowledge base can be calculated;

o the developed component using the proposed ap-
proach can be easily transplanted to other ostis-
systems.

IV. KNOWLEDGE BASE OF THE SUBSYSTEM

The knowledge base of subsystem is used to store
automatically generated test questions, and it also allows
to automatically extract a series of test questions and form
test papers according to user requirements. Therefore, in
order to improve the efficiency of accessing the knowledge
base of the subsystem and the efficiency of extracting the
test questions, an approach to construct the knowledge
base of the subsystem according to the type of test
questions and the generation strategy of the test questions
is proposed in this article.

The basis of the knowledge base of any ostis-system
(more precisely, the sc-model of the knowledge base)
is a hierarchical system of subject domains and their
corresponding ontologies [1], [2], [5]. Let’s consider the
hierarchy of the knowledge base of subsystem in SCn-
code:

Section. Subject domain of test questions
= section decomposition™:
{eo Section. Subject domain of subjective
questions

= section decomposition*:
{eo Section. Subject domain of
definition explanation question
. Section. Subject domain of proof
question
) Section. Subject domain of
problem-solving task
}
° Section. Subject domain of objective
questions
<= section decomposition*:

{eo Section. Subject domain of
multiple-choice question
. Section. Subject domain of fill in
the blank question
) Section. Subject domain of
judgment question

Objective types of test questions are decomposed into
more specific types according to their characteristics and
corresponding test question generation strategies. Next,
taking the judgment question as an example let us consider
its semantic specification in SCn-code:

judgment question

€ maximum class of explored objects’:
Subject domain of judgment question
<= subdividing*:
{eo Jjudgment question based on relation
attributes

Jjudgment question based on axioms
Jjudgment question based on image
examples
° Jjudgment question based on identifiers
judgment question based on elements

= subdividing*:
{eo judgment question based on role
relation
) Jjudgment question based on
binary relation
}
. multiple-choice question based on classes
= subdividing*:

{e Jjudgment question based on
subdividing relation
) Jjudgment question based on
inclusion relation
° judgment question based on strict
inclusion relation
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<~ subdividing*:
{eo Jjudgment question of choosing true
) Jjudgment questions of choosing false

}

V. PROBLEM SOLVER

One of the most important components of every
intelligent system is the problem solver, which provides
the ability to solve a variety of problems. The problem
solver of any ostis-system (more precisely, the sc-model of
the ostis-system problem solver) is a hierarchical system
of knowledge processing agents in semantic memory (sc-
agents) that interact only by specifying the actions they
perform in the specified memory [1], [4].

Therefore, a problem solver for automatic generation of
test questions and automatic verification of user answers
has been developed based on the proposed approach, and
its hierarchy is shown below in SCn-code:

Problem solver for the automatic generation of test
questions and automatic verification of user answers
= decomposition of an abstract sc-agent*:

{eo Sc-agent for automatic generation of test
questions
<= decomposition of an abstract sc-agent*:
{e Sc-agent for quick generation of
test questions and test papers
. Sc-agent for generating single
type of test questions
° Sc-agent for generating a single
test paper

}

) Sc-agent for automatic verification of
user answers
= decomposition of an abstract sc-agent*:

{eo Sc-agent for automatic scoring of
test papers
. Sc-agent for calculating similarity
between answers to objective
questions
° Sc-agent for calculating the

similarity between answers to
definition explanation questions

° Sc-agent for converting a logical
formula into PNF

° Sc-agent for calculating the
similarity between the answers to
proof questions and
problem-solving task

}

The function of the sc-agent for quick generation of test
questions and test papers is to automate the entire process

from test question generation to test paper generation
by initiating the corresponding sc-agents (sc-agent for
generating single type of test questions and sc-agent for
generating a single test paper).

The function of the sc-agent for automatic scoring of
test papers is to implement automatic verification of user
answers to test questions and automatic scoring of test
papers by initiating sc-agents for calculating the similarity
between user answers and sc-agents for converting a
logical formula into PNF.

VI. EVALUATING THE EFFECTIVENESS OF THE
SUBSYSTEM

The effectiveness of the developed subsystem will be
evaluated from the following aspects:

« availability of the generated test questions;

« difficulty level of the generated test papers;

« closeness between automatic scoring and manual
scoring of user answers to subjective questions.

In order to evaluate the availability of the automatically
generated test questions, 200 automatically generated
test questions were randomly sampled from the tutoring
system for discrete mathematics and the proportion of
test questions that could be used directly was counted
(Table I).

Table T
TABLE. RESULTS OF THE EVALUATION OF THE AVAILABILITY OF THE
GENERATED TEST QUESTIONS

Availability in- | Test questions | Test questions | Unavailable
dicators that can be | that can be | test
used directly used after | questions
modification
Number of test | 188 12 0
questions (to-
tal 200)
Proportion 94% 6% 0

It can be seen from Table I that of the 200 automatically
generated test questions sampled at random, 94% were
able to be used directly and 6% were able to be used
after modification.

The difficulty of the test paper is closely related to
the user’s score. Therefore, 40 second-year students were
randomly selected to evaluate the difficulty of the test
paper for discrete mathematics, which was automatically
generated using the subsystem. 10 multiple-choice ques-
tions, 10 fill in the blank questions, 10 judgment questions,
2 definition explanation questions and 2 proof questions
are included in this test paper. The maximum score for
each objective question is 2 points, the maximum score for
each subjective question is 10 points, and the maximum
score for the whole test paper is 100 points (Table II).

From the Table II, it can be seen that the students’
scores generally follow a normal distribution. Therefore,
it can be concluded that the difficulty of the current type
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Table 11
TABLE. STATISTICAL RESULTS OF STUDENT SCORES
Score <40| [40- [50- [60- [70- [80- >90
49] 59] 69] 79] 89]
Total 0 1 4 10 14 8 3
number
of
students
(40
Proportion| 0 2.5% | 10% 25% 35% 20% 7.5%
Average 72.85
score

of test paper is moderate and that the actual knowledge
level of the user can be checked objectively and fairly.

In order to evaluate the closeness between the automatic
scoring and manual scoring of user answers to the
subjective questions, we decided to first enter the 40
students’ answers to the subjective questions into the
subsystem, then use the subsystem to automatically verify
the students’ answers, and finally count the error between
the automatic scoring and manual scoring of user answers
to the subjective questions (Table III).

Table IIT
TABLE. RESULTS OF SCORING ERROR STATISTICS FOR USER
ANSWERS TO SUBJECTIVE QUESTIONS

Error Definition| Definition| Proof | Proof | Total Proportion
range expla- expla- ques- | ques-
(P) nation nation tion tion

ques- ques- 1 2

tion 1 tion 2
P <1 35 31 26 28 120 | 75%
(1-1.5] | 2 4 8 8 22 13.75%
(1.5-2] | 2 3 5 3 13 | 8.125%
d >2 | 1 2 1 1 5 3.125%

The formula for calculating the error ® is shown below
“:

P = |z —y “

The parameters are defined as shown below:

e x — is the manual scoring of user answers to the

test questions;

e y — is the automatic scoring of user answers to the

test questions;

From the Table III, it can be seen that the automatic
scoring and manual scoring of user answers to subjective
questions in the tutoring system for discrete mathematics
generally remained consistent, and that when the maxi-
mum score for a subjective question was 10, the sample
size with an error ® < 1.5 between scores was over 88%.

The above experimental results show that the devel-
oped subsystem can satisfy the conditions for practical
applications.

VII. CONCLUSION

An automated approach to checking the knowledge
level of users in tutoring systems developed using OSTIS

Technology is proposed in this article. Based on the
proposed approach, a universal subsystem for automatic
generation of test questions and automatic verification
of user answers is developed. Using the developed
subsystem, the entire process can be automated from test
question generation, test paper generation to automatic
verification of user answers and automatic scoring of test
papers.

Finally the effectiveness of the developed subsystem
was evaluated in terms of the availability of the generated
test questions, the difficulty of the generated test papers
and the closeness between the automatic scoring and
the manual scoring of the test questions in the discrete
mathematics ostis-system. From the evaluation results, it
can be seen that the developed subsystem can meet the
conditions for practical application.
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ABTOMATH3UPOBAHHBIN MOIX0/] K MIPOBEPKE
YPOBHSsI 3HAHUI MOJIb30BaTeJIell B
HHTEJJIEKTYAJbHBIX 00yYaI0IIUX CHCTEMAX

JIn Banbzy

JanHasi paboTa MOCBslIEHA MPoOJeMe aBTOMAaTH3alUK pe-
al3aniy OBICTPOrO TECTHPOBAHWsI 3HAHWI MOJIb30OBaTeNel B
MHTEJUIEKTYaJIbHBIX 00y YaIoIMX CUCTEMaX HOBOTO MOKOJIeHHUs1. B
JaHHOU paboTe NOIPOOHO ONKCHIBAETCS OCHOBAHHBI Ha CEeMaH-
THKE TOAXOJ] K aBTOMaTHU3allMi BCETo IpoIiecca OT TeHepaln
TECTOBBIX BOIIPOCOB M 9K3aMEHALMOHHBIX OWJIETOB 10 aBTOMa-
THYECKOH MPOBEPKU OTBETOB MOJIB30BATENIeH ¥ aBTOMATHIECKON
OLICHKH 9K3aMEHALMIOHHBIX OMJIETOB.

Ha npoTsikeHnr MHOTHX JIET I1eIarOryl aK THBHO BBICKA3bIBAIOT
KeJIaHHe UCTIONb30BATh KOMITBIOTEPHI [J1s1 aBTOMATH3aLMH 00y ue-
HUA 1 IpenofaBanysl. C pa3BUTHEM TEXHOIOTMH HICKYCCTBEHHOTO
UHTEJIJIEKTa B [IOC/IEAHUE I'OJIbl, TO KeJIaHUE MOXKET HAKOHEII-TO
cTaTh peanbHOCThI0. Hanbomee npeacTaBUTENIbHBIM IPOTYKTOM,
O0OBEIMHSIONMM HWCKYCCTBEHHBII MHTEJUIEKT M OOpa3oBaHUE,
SIBJISIIOTCSI MHTEJUIEKTyaslbHble o0y4Jatoniue cuctemsl (MOC), ko-
TOpbIE MOT'YT He TOJIbKO 3HaYUTEJIbHO NOBBICUTD 3(P(PeKTUBHOCTD
00yueHus TOoJb30BaTeNeil, HO 1 00eCeYnTh CIPaBeINBOCTD U
GecrpucTpacTHOCTh 00Pa30BATENLHOTO MPOLecca.

ABTOMaTHUECKasl TeHepals TECTOBBIX BOIPOCOB M aBTOMa-
THYecKas IPOBEepKa OTBETOB MOJIb30BaTe el ABIAIOTCS CaMbIMU
OCHOBHBIMU ¥ BaxHbIMH (yHKIMsMa MOC. Hcnons3oBaHue
3THX JIBYX (DYHKLIHMI B KOMOMHAIIMM [TO3BOJIUT Pean30BaTh BECh
HPOIIecC OT aBTOMATUUECKOI T'eHepalluy TECTOBBIX BOIIPOCOB 10
ABTOMATHUYECKOH OLIEHKH 9K3aMEHAIMOHHBIX OWJIETOB I10JIb30Ba-
Tesell. ITO He TONBKO 3HAUUTEJIBHO COKPATUT MOBTOPSIONYIOCS
paboTy Nearoro, HO ¥ CHU3UT CTOUMOCTb OOYYEeHUs IS TOJIb-
30BaTesiell, YTO TO3BOJMT OOJBIIEMY YHCIY JHOAeH IMONydUTh
JOCTYI K Pa3JIMYHbIM 3HAHUSM.

XO0Ts B HOCJIeJHHE TOAIbI O1arofiapst Pa3BUTHIO TAKUX TEXHOJO-
I'Uif, KaK CeMaHTHYECKHe CeTH, [TyOoKoe 00yyeHue 1 00paboTka
ecrectBeHHOro si3pika (NLP), ObUIO MpemiokeHO HECKOIbKO
MOJXOMOB JIs1 aBTOMAaTUYECKO FeHepaly TECTOBBIX BOMPOCOB
Y IPOBEPKY OTBETOB ITOJIL30BATEJIeH, 3TH METO/IbI BCE ellle IMEIOT
CJieTyI0IIie OCHOBHBIE HEJJOCTATKU:

e CYILIECTBYIOLIME TOAXO/BI K FeHePaLIii TECTOBBIX BOIIPOCOB
MO3BOJISIOT TE€HEPUPOBATh TOJBKO CaMble MPOCTHIE OOBEK-
THUBHBIE BOIIPOCHI;

o HEKOTOPBIE 3 CYIIECTBYIOIINX MOAXOAOB (HAIIpUMep, COMOo-
CTaBJIEHHE KJIIOYEBBIX CJIOB M MCIOJIb30BAaHUE CTATHUCTHYE-
CKOI1 BEpOSITHOCTH) AJIs IPOBEPKM OTBETOB MOJIb30BaTe el
Ha CyOBEKTUBHbIE BOIIPOCHI HE YUUTHIBAIOT CEMaHTHUECKOE
CXOZICTBO MEX[y OTBETAaMU;

e METOJIBI, UCIOJIb3YIOIME CEMAHTUKY AJIS IPOBEPKU OTBE-
TOB TOJIB30BaTeNiell Ha CYyOBEKTHBHBIE BOIPOCH], MOTYT
BBIUMCIIATH CXOZICTBO TOJIBKO ME3K/Ly OTBETAMH C ITIPOCTHIMHU
CEeMaHTHIECKIMH CTPYKTYPaMU;

¢ UT.I.

IToaToMy Ha OCHOBE CyILLECTBYIOLIUX METOOB U TexHOIOrU1
OSTIS B manHO# paboTe mpeiaraeTcsi MOAXOI K pa3paboTke
YHUBEPCAJIBbHOI HOICUCTEMBI Ul aBTOMATUYECKOH IeHepaluu
TECTOBBIX BOIIPOCOB M aBTOMATHYECKOH IIPOBEPKHM OTBETOB
NOJIb30BaTelsl B 00YYaloIUX CHUCTeMaX, pa3padOTaHHBIX C HC-
nosb3oBanreM TexHonoruun OSTIS (oTkpeiTasi cemaHTUUeCKast
TEXHOJIOTUsl IPOEKTUPOBAHNU S MHTEJUIEKTYaJIbHBIX CUCTEM).

Received 29.03.2023

278





