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Abstract. The continuous advancement of smartphone sensors has brought more opportunities for the universal
application of human motion recognition technology. Based on the data of the mobile phone's three-axis acceleration sensor,
using combining a double-layer Long Short Time Memory (LSTM) and full connected layers allow us to improve human
actions recognition accuracy, including walking, jogging, sitting, standing, and going up and down stairs. This is helpful for
smart assistive technology. It is shown that physical activity classification accuracy is equal to 97 %.
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Introduction.

Traditional sensor devices are bulky and expensive. With the continuous development of smart
phones in recent years, the acceleration sensors of mobile phones have also continued to improve. It has
the obvious advantages of small size, high penetration rate and lower price, which provides a new idea
for the application of intelligent assistance technology and so on. Recognition of human activities from
sensor data is at the core of intelligent assistive technologies, such as smart home, rehabilitation, health
support, skills assessment or industrial environments [ 1]. For example, the project of Inooka et al. predicts
the energy consumption of users by recognizing their activities [2], and Mathie et al. judges whether
users are safe or not by recognizing their
actions [3]. This work is motivated by two requirements of activity recognition: improving recognition
accuracy and reducing reliance on engineered features to address increasingly complex recognition
problems.

Human Activity Recognition (HAR) is based on the assumption that specific body movements
translate into characteristic sensor signal patterns, which can be sensed and classified using machine
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learning techniques. We use data collected from accelerometer sensors. Almost every modern
smartphone has a three-axis accelerometer that measures acceleration in all three spatial dimensions.

We selected the data set from the Wireless Sensor Data Mining (WISDM) project, which collected
1,098,207 experimental data generated from 29 volunteers carrying smartphones to perform specified
actions every 50 ms, and each piece of data consists of 6 parts: Username, specified action, timestamp
and accelerometer values for X, y and z axis. We use a window of size 200 with an overlap of 90 % to
divide the x, y and z axis accelerometer and label part in the original data, store them as acceleration data
and label data respectively for preprocessing. We get 54901 windows and split both data into a training
set (80 %) and a test set (20 %).

We trained a double layer LSTM neural network (implemented in TensorFlow) for HAR from
accelerometer data with the purpose of providing an algorithm with higher recognition accuracy. The
trained model will be exported/saved and added to the Android app. The network model consists of
double layer LSTM network layers and double fully connected layer (FCL), and predicts the
corresponding human actions from the x, y and z axis acceleration count values from the data set. The
proposed algorithm achieved 97 % accuracy and a loss of 0,2 on the test set.

Double FCL and double layer LSTM neural network architecture based on mobile phone
accelerometer.

We use combining a double LSTM layer and double FCL to establish a deep learning model,
aiming to predict the user's action type at a certain moment through the three-axis acceleration data from
the mobile phone sensor. The proposed neural network model is shown in Figure 1. We partition the
training set consist of 3-axis acceleration data (X, y and z) with a batch size of 1024, resulting in 50
iterations, each of iteration takes a tensor of shape (1024, 200, 3) as the input. We first flatten it to 204800
tensors (1,3) as input to the FCL1. FCL1 abstracts it into 204800 tensors (1,64), then we stack it into 200
tensors (1024,64) as input to the double layer LSTM and get the features of 1024 samples over 200 of
time steps with one tensor (1024,64). We flatten it again to 1024 tensors (1,64) as input to the FCL2 to
divided it into 6 physical human activities. Softmax layer converts the input from the previous layer into
probability set of 6 physical human activities as the output. Finally, we estimate the performance of the
recognition results.
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Figure 1. Block diagram of human activity recognition algorithm based on smartphone data and deep
learning

Suppose a volunteer in the data set performs N predicted physical human activities within a
certain period of time ¢, see (1):

A:{al,...,an,...,aN} (1)

where a is the specified action type, @, is the nth physical human activity.
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The acceleration sensor from the mobile phone collects the three-axis acceleration data D
corresponding to N predicted physical human activities that the user wishes to complete within the time
period #, see (2):

D=1{dy.d,....d,} @

Where dn = (xn’yn’zn)’xn :(‘xl""’xk)’yn :(ylﬁ"'ﬂyk)’zn :(ZI""9Zk) iS the k three-axis

acceleration data of nth physical human activity.
This algorithm aims to identify » actions within the time period ¢ based on the three-axis
acceleration data D by constructing a neural network model F, see (3):

F(D)={da,,...a,,..,ay},a €A 3)

where ' is the predicted action type, @ is the nth predicted physical activity.

The learning parameters and hyperparameter of the double layer LSTM neural network based on
mobile phone accelerometer are shown in Table 1 and Table 2.

Table 1. The learning parameters of double FCL and double layer LSTM neural network based on mobile
hone accelerometer

Modules Learning parameters matrix size
Fully Connected Layer 1 Weight configuration [3,64]
bias [64]
Double LSTM Layer Number of params 66048
Fully Connected Layer 2 weight [64,6]
bias [6]

Table 2. The hyperparameter of double FCL and double layer LSTM neural network based on mobile
hone accelerometer

Modules Hyperparameter Value

Fully Connected Layer 1 hidden unit size 64
activation function RelLU

Stacked LSTM Layer hidden unit size 64

Fully Connected Layer 2 hidden unit size 6
Training optimizer Adam
batch size 1024
learning rate 0.0025

number of epochs 50

Fully connected layer 1.

For fully connected layer 1, we have input 204800 tensors of shape (1,3), all of data type float32.

For input 204800 samples, each sample has a length of 3, representing the acceleration of the x, y and z

axis respectively. FCL1 contains 64 neurons and abstracts the 3 features of the input to 64, so as to better
divide different types of data. The structure and parameters are shown in Table 3.

For the input, we multiply a weight matrix of size [3,64] and add a bias matrix of size [64]. The

output Y;of the jth neuron of FCLI is shown in the formula (4), we use ReLU (Rectified Linear

Activation Function) as the activation function f* to get an output with shape [1,64].

Y, =f£ix,.wij +W,~0j “4)
i=1
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where X; is the ith input variable, w; is the weight between the ith input variable and the jth FCL1

neuron, and Wi is the bias of the jth FCL1 neuron, # is the number of input dimensions 3.

Table 3. The input, condition and output of fully connected layer 1

FCL1 Value
Input tensor (1,3)
dtype: float32
Condition Weight matrix size [3,64]
Bias matrix [64]
activation function: ReLU
Output tensor (1,64)
dtype: float32

The ReLU is a simple calculation that directly returns the value provided as input if the input is
greater than 0, or returns a value of 0 if the input is 0 or less. Due to the sparsity of ReLU, the sparse
model can better mine relevant features and fit the training data.

Next, we split the 204800 outputs according to the size of the time steps 200 into a list of two order
tensors of the shape (1024,64).

Double layer LSTM.

We use double layer LSTM to form the LSTM layer, the number of hidden units is 64, and the
data type is float32. For an input list of 200 tensors of shape (1024,64), we get the output tensor of shape
(1024,64), that is, the features of 1024 samples over 200 of time steps are extracted to 64 dimensions.
The parameters are shown in Table 4.

Table 4. The input, condition and output of double layer LSTM

Double LSTMs Value
Input List of 200 two order tensors
(1024,64)
dtype: float32
Condition LSTM units: 64
Output two order tensor (1024,64)
dtype: float32

Double layer of LSTMs makes the model deeper and the extracted features deeper, resulting in
more accurate predictions. It has achieved good results on a wide range of prediction problems.

Double layer LSTM is to take the output of the previous layer of LSTM as the input of the next
layer of LSTM and send it into the network. The network structure is shown in Figure 2. The triaxial

accelerometer value X, at time # is used as the input of the first layer of LSTM cells, and the output /'
of its hidden layer is simultaneously used as the input of the second layer of LSTM cells and the update
of the hidden layer of the first layer of LSTM cells, and update the cell state c,1 of the first layer of LSTM

neurons. The second layer of LSTM neurons outputs the hidden layer h,2 as a result, and updates the

hidden layer /2 and cell state ¢, at time .
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Figure 2. The structure of double LSTM layer

Fully connected layer 2.
For the fully connected layer 2, we flatten the two-dimensional tensor (1024, 64) from the double

layer of LSTMs to one-dimensional to get 1024 tensors of shape (1, 64) as input.
For the input, we multiply a weight matrix of size [64,6] and add a bias of size [6], FCL2 has 6

neurons, which fuse the features from the previous layer into 6 dimensions, the output O, to the kth
neuron in FCL2 see formula (5). The parameters are shown in Table 5.

Table 5. The input, condition and output of fully connected layer 2

FCL2 Value
Input tensor (1,64)
dtype: float32
Condition Weight matrix size [64,6]
Bias [6]
Output tensor (1,6)
dtype: float32
O, = Z'xrwrk W ®)
r=l1

where x, is the rth input variable, w, is the weight between the rth input variable and the Ath FCL2

neuron, W, is the bias of the kth FCL2 neuron, m is the input dimension 64.

Softmax layer.
Through the output O, of the FCL2, we get 1024 tensor samples of shape (1,6), which respectively

represent the prediction results of each 6 kinds of physical human activities (Walking, Jogging, Upstairs,
Downstairs, Sitting, Standing). Next, we use the Softmax function (see formula 6) to convert each
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prediction result into a number between 0 and 1, indicating the probability that the predicted result of the
sample is the kth class action.

e’
6 2z (6)
P

c=1

P(k| X)=

where X is the input of double FCL and double layer LSTM neural network, Z, is the kth value of input

tensor of shape (1,6), Z, is the cth value of input tensor of shape (1,6).

Through the Softmax function, the output value of the multi-category can be converted into a
probability distribution ranging from 0 to 1. The Softmax function can convert the predicted results into
non-negative numbers, and make the sum of the probabilities of various predicted results equal to 1. The
input and output are shown in the Table 6.

Table 6. The input and output of Softmax

input output
Predicted value under each physical human activity: The predicted probability of each physical
Z:{ZI,ZZ,..,Zé} humanactivity:P={pl,p2,..,p6}

The recognition algorithm performance estimation.

The model is tested on the human behavior pose dataset WISDM. We selected 80 % of the data in
the WISDM dataset for model training and 20 % for model testing. Using Adam as optimizer, MSE as
model measure, learning rate 0,0025, batch size 1024, training for 50 rounds. We evaluate the model by
confusion matrix, training loss and accuracy.

Confusion matrix.

The confusion matrix our work is shown in Table 7. where 4 means activity, W means walking, J
means jogging, U means upstairs, D means downstairs, S/7 means sitting, S7 means standing, N is the
number of various activities.

Table 7. Confusion Matrix for Multiple Classification Tasks

Activities Predicted label total
Walking | Jogging | Upstairs Downstairs Sitting | Standing

;lé;ll;lleel Walk.ing Ay AJW Ay Apy Ay Agpy Ny

Jogging AWJ A 17 AU y ADJ AS]TJ ASTJ N J

Upstairs Awy Ay Ay Apy Agiry Asry Ny

Downstairs Ay Ap A App Agir As Np

Sitting Aysir Ajsr Aysir Apsir Agrsir Agrsir Ngr

Standing Ay A5 A5 Ay Agrgr Agrsr Ngr

In the field of machine learning, confusion matrix, also known as likelihood table or error matrix.
It is a specific matrix used to present a visualization of algorithm performance. Each column represents
the predicted value, and each row represents the actual category. The name comes from the fact that it
makes it easy to indicate if multiple categories are confused.

Loss and accuracy of the proposed neural network model.

The loss function will determine the performance of the model by comparing the predicted output
of the model with the expected output, and then find the optimization direction. If the deviation between
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the two is very large, the loss value will be large; if the deviation is small or nearly the same, the loss
value will be very low.

In this research, we use the cross-entropy loss function to calculate the loss. For each input sensor
(1,6), we compare it with the label array, calculate the cross-entropy loss for the training data and evaluate
the training effect in test set with formula (7). We hot-encode the labels of the training set and the test
set. For each label, the encoded data is an array of length 6. In the order of the physical human activities
Walking, Jogging, Upstairs, Downstairs, Sitting, Standing, if the label is the ith activity, the ith value of
the array is 1, and the others are 0.

L=-3" q,log(p,) ™)

where M is the number of physical human activities 6, g, is the ith value of the label array, p, is the ith

value of the input tensor, which is the predicted probability of ith physical human activity from Softmax
layer.

Accuracy is one of the most popular metrics in multi-class classification and it is directly
computed from the confusion matrix. The formula of the Accuracy considers the sum of True Positive
and True Negative elements at the numerator and the sum of all the entries of the confusion matrix at the
denominator.

Ay + A, + .o+ Agper
N, +N, +..+ N,

Accuracy =

®)

The proposed algorithm learns well with recognition accuracy reaching above 97 % and loss
hovering at around 0,2 in test set.

Conclusion.

The modeling result is based on the WISDM dataset, which data is obtained by volunteers putting
the Android phone in the front trouser pocket to complete the 6 specified actions (Walking, Jogging,
Upstairs, Downstairs, Sitting, Standing). The proposed physical activity recognition algorithm is based
on combining FCL1, double layer LSTM neural network, FCL2 and Softmax layer to extract spatial and
temporal features for improving classification accuracy. The proposed algorithm using 64 relevant
features works well on most actions types and allows us to achieve 97 % classification accuracy, but
there were 119 activities of downstairs that were wrongly predicted to go upstairs. The algorithm can be
used in human activity recognition system using smartphone sensor data for monitoring physical
behavior.
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AnHoTanus. [locTosHHOE COBEPIICHCTBOBAaHME JATYMKOB CMapT(OHOB OTKPHUIO OOJBIIE BOMOMKHOCTEH s
YHUBEPCAIBHOIO NIPUMEHEHUS] TEXHOIOIUH PACIIO3HABAHMS JBIDKCHHI denoBeka. OCHOBBIBASCH HA JAHHBIX TPEXOCEBOTO
JIaTYrKa YCKOPEHHsT MOOIIBHOTO Tesie()oHa, HCTIONB30BAHNE COYCTaHHs IBYXCIIOMHON TonroBpeMeHHoH mamsit (LSTM) u
TIOJTHOCBSI3HBIX CJIOEB TIO3BOJISIET HAaM MOBBICHTH TOYHOCTH PAcIiO3HABaHMS JICHCTBHI YeNOBeKa, BKIIIOYAs Xonply, Oer
TPYCLIOM, CHICHHE, CTOSHUE U TOJHUMATBCS U CIYCKaTbCs IO JIECTHHLE. OTO MOJIE3HO I WHTEIUIEKTYalIbHBIX
BCIIOMOTaTeNbHBIX TexHoMoruii. [TokasaHo, 4To TOYHOCTH Kitaccupuraniy GU3MIecKoi akTHBHOCTH cocTaBisieT 97 %.

KuroueBble cj10Ba: MOOWIBHBIN JATUMK YCKOPEHWSL, JI0NITast KOPOTKasi HaMsITh, PAaCIIO3HABaHNE ACHCTBHI M TOYHOCTD
KJIacCU(pUKAIIH.
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