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Abstract

In the article, the theory of the Fourier series on the orthogonal multidimensional-matrix polynomials is
developed. The known results from the theory of the orthogonal polynomials of the vector variable and the
Fourier series are given and the new results are presented. In particular, the known results of the Fourier series
are extended to the case of the multidimensional-matrix functions, what allows us to solve more general
approximation problems. The general case of the approximation of the multidimensional-matrix function of
the vector argument by the Fourier series on the orthogonal multidimensional-matrix polynomials is realized
programmatically as the program function and its efficiency is confirmed. The analytical expressions for the
coefficients of the second degree orthogonal polynomials and Fourier series for the potential studies are
obtained.
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1 Introduction

The most important tool for research of the real systems and processes is approximation. The mathematical
models of the real systems and processes are their approximate mathematical images. The various methods of
approximation there exist, one of which is approximation by Fourier series by the orthogonal polynomials.

The history of the orthogonal polynomials of both one and several variables dates back to Hermite [1]. Hermite
in [1] and then Appel P. and Kampe de Feriet in [2] studied in details the properties of the so-called Hermite
polynomials of one and two variables. The general theory of the orthogonal polynomials of many variables is
developed in paper [3]. As per the works [1-3], this theory is constructed as the theory of two bi-orthonormal
sequences of the polynomials: basic and conjugate. In work [4], it is proposed to choose a polynomial with the
unit coefficient at the highest degree as the basic polynomial. This theory uses the classical (scalar)
mathematical approach and is therefore the classical theory. The classical theory can be found also in [5,6].

The foundations of the theory of the multidimensional matrices were laid in work [7] and developed in work [8].
The results of works [3,4] were combined in works [9,8] on the basis of the multidimensional-matrix
mathematical approach. It is haw the multidimensional-matrix theory of the orthogonal polynomials of the
vector variable arose.

In this article, the theory of the orthogonal multidimensional-matrix polynomials is developed in the direction of
its practical use. Since the theory is created on the basis of the multidimensional-matrix mathematical approach,

the multidimensional-matrix notation is used in this article. The basic definitions of the theory of the
multidimensional matrices in English can be found in the Appendix to the article [10].

2 Orthogonal Polynomials of the Vector Variable

Let Q be some closed region of the space R", p(X) , X € 2, be nonnegative function (weight function) such
that the integrals (the moments of the weight function p(X))

v, = [Xp()dx<oo, i=012,..., ()
Q

exist, and L,(p,C2) be the space of the functions with integrable square in € with the weight p(X) . Here X'
is the (0,0) -rolled degree of the one-dimensional matrix X: X' ="°(x")="°(x- x---X) [8, 10].

The theory of the orthogonal polynomials of the vector variable is created as the theory of two bi-orthonormal
sequences of the polynomials.

A multidimensional-matrix  degree polynomial Qr (X) of the vector (one-dimensional) variable X € Q is
defined as follows [7, 8]:

r r

Qr (X) = Z o (C(*r,k)xk) = Z o (Xkc(*k,r)) , = 011121"" (2)

k=0 k=0

where C, ,, are the (I +K) -dimensional matrices of the coefficients,

C;Yk):(cij‘ i) T=012.., k=012,

----- Ty Jgoees

symmetrical with respect to the indices of their two multiindices (iy,...,1,), (J;,--» Ji) and satisfying the
conditions
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* *

* Hek, _ * By,
C(r,k) = (C(k,r)) B C(k,r) = (C(r,k)) e

The notations H,, , and B, , mean the transpose substitutions of the types “back” and “forward”

respectively [8, 10]. Each of the indices of the multiindices (iy,...,i,), (J;,---, Ji ) takes the values 1,2,...,n.

Definition. The sequence of the multidimensional-matrix polynomials Qr (X) (2) is called orthogonal in

L, (p, ) if the following conditions are satisfied:

k=01,..,r-1

=0,
J Q. (9Q.(0p 00 L o ker @

The two sequences of the orthogonal polynomials of many variables are considered: the basic sequence Pr (X)
and the sequence Q, (X) conjugate of P.(x), r=012,....

Definition. The multidimensional-matrix I degree polynomial in L2 (p,Q) of the following form

r-1 r-1
P.(X) =D " (CprigX )+ X =D " (XCypy) + X, r=012,..., ()
k=0 P

is called the basic polynomial, where C . are (I +K) -dimensional matrices of the coefficients,
Cony=C i) =012, k=012..,r-1,

symmetrical with respect to the indices of their two multiindices (i,,...,1,), (J;,---, J,) and satisfying the
conditions:

=C Byark

Hr+ B
=Cun"r Cun (rK)

(r.k) (k.r)

C

Definition. The multidimensional-matrix polynomial P,(X) (4) is called the basic orthogonal r degree

polynomial in Lz(p, QQ) if it is orthogonal to the homogeneous polynomials 1, X, X2,..., Xt XK= 0’O(Xk) :

=0, k=01..r-1
[P.(0x*p(x)dx { ' ©)
o *

0, k=r.
Definition. The sequences of the multidimensional-matrix polynomials P, (X) (4) and Q, (X) (2) are called the
completely orthonormal in L2 (p, Q) if the conditions (3), (5) are satisfied and the following condition:

0, k=01,..,r-1,

D k=r. ©)

[Q (0P ()p(x)dx ={

(r.r)?

is satisfied too. There D(r,r) is the 21 -dimensional order N matrix with the following structure:

86



Mukha; Asian J. Prob. Stat., vol. 25, no. 3, pp. 84-98, 2023; Article no.AJPAS.109004

D(r,r) = (dil,iz,...,i,,jl,jz,...,jr)' i1'i2'---'ir' j1! jz’---’ jr =12,.,n. ()

The elements of this matrix are defined by the expression:

Qi iy s = {rl!rZ!mrn!, permi,,iy.ic) = (Jyy Jzo o) 8

0, perm(iy, iy, ) # (Jpy Joyeens Jo )b

in which perm(iy,i,,...,i,) means any permute of the values of the indices 1;,1,,...,1,, [+, +...4+ =T,

and T, is the number of repetitions of the k -value, kK =1,2,...,n.

The matrix D(m (7), (8) has such a useful property that for any ( -dimensional matrix

C=(c

hipveriq s i) With Q2T symmetrical with respect to the indices Jj, J,,..., ], the following

equality is fulfilled [8]:

*"(CD,,) =rIC.

Let us introduce the initial 1-th order moments V.. and the initial-central and central-initial (i + J) -th order

moments v ; ;, v ; ; of the weight function p(X):

Vo= J.p(x)dx,

Vi =V, = j X p(x)dx, i+ j=12,..., ©)
Q
Ve = [X 00 =v p()dx, i+ =12,.... (10)
Q
Vo = [ =v Xp(xydx, i+ j=12,... (11)
Q

where X', X' (x’ -v;), (x' —in)Xj are the (0,0) -rolled degrees and (0,0) -rolled products of the

matrices [8]. We will often avoid the notation (0,0) -rolled product and will write YX instead of *°(yX).
The moments (10), (11) have the following properties:

Y =V, —V.V., (12)

ivi ™ iy j
X' X¢ Xe X XeX¢ X

— Big+jaia _
incxcj - (chjxic) - ij“ ijvxi !

where B, is the transpose substitution of the type “forward” [8]. These properties are proved by

ig+ja.iq
calculation of the formulae (10), (11). The properties (12) allow us to use the following notations:

Hxixj :in+j _invxj ) ijxi :ij+i _ijvxix
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_ Big-ja.iq
Ko = (ijxi) :

Let us introduce also the mutual moments
Vo = Y (00X p(x)dx (13)
Q
with the properties
Vi Vi =V = I y ()X’ —v_;)p(x)dx = Vi TVyiVe = R
Q
The weight function p(X) in the case Voo = 1 represents the probability density function of the some random

vector .

Theorem [8]. If the sequences of the multidimensional-matrix polynomials P.(X) (4) and Q,(X) (2) are
completely orthonormal in L2(p,Q) , 1.e. they satisfied the conditions (3), (5), (6), then the coefficients C(r'k)

of the basic sequence Pr(X) (4) are defined by the following multidimensional-matrix system of the linear
algebraic equations

r-1
Voo 2. " (CrigVy) =0, r=01.., p=01..r-1, (14)
k=0

and the coefficients C(*r]k) of the conjugate sequence Qr (X) (2) are defined by the expression

* or/0rp-1
Cirr =" ("B Cri) -

where O’rB(}%r) is the matrix (0, I') -inverse to the following matrix B, ,:

r-1 r-1 r-1 r-1
0.k 0,k 0,k 0,
By = Ve 2 Crag Vi )+ 25 Ve Cin) 7222 Crrsy (V,aCian))  (25)
k=0 k=0 k=0 q=0

The coefficients C(k,r) of the basic sequence Pr(X) (4) are defined by the following multidimensional-matrix
system of the linear algebraic equations:

r-1
Voo 2. (v 5. Crn) =0, r=01.., p=01..r-1, (16)
k=0

and the coefficients C(*k’r) of the conjugate sequence Qr (X) (2) are defined by the expression

* o,r Orp-1
Cn =" Cury "By
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3 The Fourier Series on the Orthogonal Polynomials

The Fourier series for the P -dimensional-matrix function Y(X) of the vector (one-dimensional-matrix)

variable X € Q < R" on the conjugate orthogonal polynomials Qr (X) (2) has the following form:
0 1 Yr
y(x) ~ ZF (B,Q, (%)), (17)
r=0

where B =(b; ;i .. ) are (P+T)-dimensional symmetrical when I' > 2 with respect to the indices

il, i2 yeeny ir matrices of the N degree of the coefficients. They are defined by the expressions [8]

B, = [ **(YO)P, () )p(x)x . 18)

Q
Substitution the polynomial Pr (X) (4) into (18) give the following expression for the coefficients Br :

B, = [ "*(Y()P. ())p(x)dx = | | (y(x)(xr + Z 0k (XkC(k’r)))jp(x)dx -

Q Q

r-1 -1
S AR AP IR ) SRS HT U A R S
(19)

The Fourier series on the basic orthogonal polynomials Pr (X) (4) is obtained analogously:

y(x) ~ Z% °(C,P, (X)), 0
where

C, = j *°(Y()Q, (x))p(x)dx.
Since

Q.(0=r1""(P,(0B,) |
Then

= [ (y()Q, ())p(x)dx = ! j (Y00 (B, ("Bt o (x)x =

[ (P (yR.0P (m)p(x)dx—r"”(B°'BM) @

The approximation of the scalar (zero-dimensional-matrix) function Y(&) of the random vector & with the
probability density function p(X) by the finite sum of the Fourier series:
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10r

5.(6) = Z 2 (8,Q,(6) - Z C,P.(€)

provides the minimum of the mean square error (m.s.e.) of the approximation

2 =E(*°(y(8)-5, (&) )= | **(y(x)— 5, (X)) p(x)elx.

Q

The minimal value rnf of the m.s.e. is defined by the expression [8]

min

o = E((0) -2 (BC,),

r=0 r
where E(-) means the mathematical expectation.

4 The Polynomials Orthogonal with the Discrete Weight Function

The theory of the polynomials orthogonal with the continuous weight function p(X) outlined above coincides

with the theory of the polynomials orthogonal with the discrete weight function (pk,Xk), when the | distinct

points are given in the region Q < R" with positive weights p,, P,,..., P, and the measure [L of the region

Q2 is define by the formula pu(Q) = ZX o P« [11]. One talks in this case about the polynomials orthogonal
KE

on the system of the points. The moments (9) is defined in this case by the expression:
=V Ix'ﬂdu Zx'” P i+j=12..,
and the mutual moments (13) is defined by the expression
o =

where Y, = Y(X,), k=12,...,1I.

We will call the discrete weight function with v , = 1 as the discrete distribution of some random variable & .
The important discrete distribution is so called empirical, or sample distribution, when X; are the sample values

of the random variable & and P, =1/1, where | is the length of the sample. If the empirical distribution is
used then the approximation is called empirical.

5 The Multidimensional-Matrix Approximation by the Fourier
Approximation

It is of interest to obtain the coefficients C,, of the approximation of the function y(X) by the
multidimensional-matrix M degree polynomial:
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y(x) ~ Z o (C(p,k)xk) (22)
k=0

in the case when the Fourier approximation (20) the same degree of this function is obtained

Y00 = 3 “H(CR ) @)

The polynomial P, (X) of the fixed degree k provides in the expression (23) the following summand:

i=0

ERICLIO R [ck[zm(c(k,i)xvj} ISRIGICIAY 2

The variable X of the degree | , <Kk , appears in the expression (24) in the summand
0"(O’k(CkC(k',))X')/k!. Summation of the coefficients at X' by k from | to m gives the following
formula for the desired coefficients:

51,

Coom = ar E C C(kl)) =012,.,m. (25)

If one takes in account that C; ;) = E (0,i) is the symmetrical identity matrix which ensures the equality

o (CiC,i;y) = C; then instead (25) we will have the expression

1
Cloy = C +Z °k(c Ceny) . 1=012,..m. (26)

I+1

6 Computer Simulation

The algorithm of the approximation of the functions by the Fourier series was realized programmatically in the
form of the standard Matlab function for general case and was checked on many functions.

We show the empirical approximation (according the p. 3) of the scalar regression function Y of the two
arguments X;, X, as the polynomial (22) of the 7 degree ( p = 0,q9=1, m=7). The scalar values of the
coefficients C, ,, of the polynomial are random integer from -5 to 5. The measurement errors are independent

normal with zero mean and variation 0.2 . The approximating polynomial has the degree 7 too.

We will call the approximation by the algorithm developed in this article as the Fourier multidimensional-matrix
approximation (Fmdm-approximation) in opposite to the multidimensional-matrix approximation (mdm-
approximation) of the work [12].

Fig. 1 shows three surfaces: real function, mdm-approximation and Fmdm-approximation. The design of the
experiment is random, the values of the variables X;, X, are choose from the uniform distribution U (=1,1) .

The number of runs is 255. Both of the methods have the high accuracy of the approximation. However, the
program of the Fmdm-approximation turned out to be faster-acting compared to the program of the mdm-
approximation. Other benefits are to be found out.
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It should be noted that the classical approximation for the considered case is impossible because it is very

cumbersome and not developed.

Fig. 1. Real function and its two empirical approximations

The considered approximations have the undoubted advantages compared to the classical approach:
algorithmical generality and extensive possibilities. However, they have the certain hardware limitations: out of
memory and unacceptably long calculation time for the personal computer in the case of big data.

7 The Orthogonal 0-2 Degrees Polynomials

In the work [8], the expressions of zero and first degree orthonormal polynomials and the particular cases of the
second degree polynomials are obtained. These results are completed in this article by the general expressions of
the second degree polynomials and Fourier series. The complete expressions are presented in the Table 1 for the

case Vo = 1. The necessary proofs are given in the Appendix.

Table 1. Orthogonal polynomials and Fourier series up to second degree inclusive

Polynomials P(X)

Polynomials Q(X)

Po (X) =1
P(X)=Cyq +X, Cyp=-V

X"

R (x) = Ci0) +0’1(C(2,1)X) +X2,
01 —1)

01
C(2,1) =- (szx Mo
01
C(z,O) = (C(Z,l)vx) —Veo

lJ'><2>< = Vx3 - VXZVX ’

Qo (x)=1
Q(x)=""(""BuyR ()
B(l,l) =, =V —V,V,.
Q(X) =2 ("B, P, (x).
Bog =My —0‘1(0‘1(uxzx O'lﬂi)umz)v
Mo =V =VaVye,

Moy = Vs = VeV

Fourier series on the polynomials P (X)

Fourier series on the polynomials Q(X)

Y(X) ~ ®°(C P, (X)) +*(C,P.(X)) +
+3 HCR(0):
Co=""(B,**Bygy) =V,
C1:0'1(810'18(71,11)):OYl(MyxO'l}fxxl) ,

C, =2(B,"?B,).

y(x) - OVO(BOQO (X))"'O'l(BlQl(X)) +
+% °2(B,Q, (X))

By =v,,
Bl = nyi
B, =h e =" (" (Mo 1)) -
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8 Conclusion

The known results of the Fourier series on the orthogonal polynomials are extended to the case of the
multidimensional-matrix functions, what allows us to solve new problems such as approximation of parametric
curves and surfaces. The analytical expressions for the orthogonal polynomials and Fourier series of the second
degree useful for the potential analytical studies are obtained. The theoretical results are realized as the single
function of the programming language with many possibilities which we call the algorithmic generality. The

efficiency of the program function is confirmed on the instance, performing of which is impossible by the
classical approach.
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Appendix

Al. Calculation of the polynomials of the small degrees. Let us obtain the orthonormal polynomials of the
small degrees by solving the system of the equations (14).

We get the zero degree polynomials by definition:
Po (X) =1,
Qo (X) =1

The one degree polynomials are obtained when m =1 in the expressions (14). The system of the equations (14)
consists of one equation:

"UCugyVyp) =—Vi-
If v o =1, then
Cuo=Con ="Vx
R(X) =x+ " (CyX°) =X—V,.
The expression for the matrix B(l,l) from the expression (15) will look like this:
B(1,1) = Vxx+O'0(C(l,O)Vx)"'O’O(VXC(O,l))"‘O'O (C(1,0) (VXOC(O,l) ).
Taking into account the expressions for C(O,l) and C(1,0) when V.o =1 we get
B(M) =V, —V,V, =l .
Then
Q.(¥) ="("Buy RON=""""1e (X = V,)).

The calculation of the first degree polynomials is completed.

The second degree polynomials are obtained when M =2 in the expressions (14). We have now the following
system consists of two equations (when v _, = 1):

01
C(Z,O) + (C(Z,l)vx) =—Vy

0,0 01 —
(C(Z,O)Vx)+ (C(z,l)Vxx) =V -
We will solve this system by the Gauss elimination method. For this purpose, we subtract the first equation

multiplied on the right by V in the sense of the (0,0) -rolled product from the second equation. We will get
the following system:
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01 i
Coont (Convy) =—Vy.

0’1(0(2,1) (Vxx - vax)) = _(szx - Vxxvx) '
or in other notation
C(Z,O) +0’1(C(2,1)Vx) ="V

01 _
(C(z,l)uxx) =—He.-
We get the expression for the coefficient C(Z,l) from the second equation:
0,1 01 -1
C(Z,l) == (szx M) -
Substituting this expression into first equation we get the expression for the coefficient C(2,0) :
01 _ 0,1,0,1 01 -1
C(Z,O) ==V~ (C(Z,l)vx)_ Vit ( (szx “xx)vx) .

The coefficients C; 5 and C, 5, are obtained from the following system of the equations

01
Cozt (VxC(l,z)) ="V
o0 (ch(o,z)) "'O’l(VxxC(l,z)) =V -

which follows from (16) when m = 2. Solving this system by Gauss elimination method we get

01,01 -1
C(1,2) == ("M IJXXZ) ,
01 0,1 01,01 -1
C(o,z) ="V~ (ch(l,Z)): Vet (v, ( Ml 2 ) -
The second degree polynomial P2 (X) of the basic sequence of the orthogonal polynomials has the form

P,(x) = x2+°’1(C(2,1)x) +Cpp = x2+°’1(xC(1’2)) +Cp -

The second degree polynomial Q2 (X) of the conjugate sequence of the orthogonal polynomials is defined by
the formula

Q,(x)=2"*(**B, P, (X)),

where, from (15),

1 1 1 1
0,k 0,k 0,k 0.9
Boa = Ve * Z (CapyVyer) + Z (V2 Ci2)) +ZZ (Cany  (VCiq2)) -
k=0 k=0

k=00q=0
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Let us find the matrix B, ,, for the case v , =1.

B(z,z) =Vt o0 (C(z,O)Vxx) +0 (C(Z,l)VXXZ) - (VxxC(O,Z)) +o (VXZXC(LZ)) +

+7° (C0Clo2) + o0 (C(Z,O)OJ (v,Cun)) +

+ O'O(O'l(C(z,l)Vx)C(o,Z)) - (C(2,1)0Y1(Vxxc(1,2))) :

Combining the similar terms highlighted in the previous expression we get

Buzy =V, +29 (C(Z,O) (Vi +0 (VxC(l,z)))) +%0 (v +04 (C(Z,l)vx))C(O,Z)) +
+%° (C(2,O)C(0,2)) +0 (C(Z,I)VXXZ) + OYl(VXzXC(l,z)) +0 (C(Z,l)O'l(VxxC(l,Z))) =
=el+(e2+e3)+ed+(e5+eb)+e7.

Taking into account the expressions C, o, :—O’l(C(zyl)VX) Vi Cog = —vxx—o’l(vXC(l‘z)) gives

e2= . (0’1(C(2,1)Vx)\’xx)_ 0’0(0’1(C(Z,l)vx)oyl(vxc(l,z)))>0'O(Vxxvxx)_ OVO(Vxxo'l(VxC(l,z)))’

e3= _OVO(Vxx o (viCas) ))_ " (0’1 (C(z,l)vx)o'l(vxc(l,z) ))_O’O (Vv ) - 0'0(0’1 ClnVadVu )

ed = O'l(C(z,l)Oyl(VxVxC(l,z)) + O'l(C(z,l) (Vv + O'l((VxxVx)C(l,Z))) 2 (Vo)

e5 = 0Y1(C(211)VXX2) ’

€6 = 0’1(VX2XC(1’2)) ,

e7=" (C(z,l)o’l (Vxxc(l,Z) ).

Summation of the terms €l —e7 and combining the highlighted similar terms leads to the expression

01 01 01 0.1
Bioy =Vt (ConVie) = (Con(Vivi)) + 7 (Coyy " (VilCiaz)) —

0.1 01 01 01 0,0
- (C(z,l) (vaxc(l,Z))+ (VXZXC(l,Z))_ ((VxxVx)C(l,Z)))_ (Vxxvxx)’or

0,0 , E
B(z,z) =V, (vxxvxx)+O ! (C(Z,l) (vxX2 —V,V,)) 401 ((vXZX - VXXVX)C(LZ)) +

- (C(z,l)oyl((vxx _VxVx)C(l,z) ).
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Or

0,
B(2,2) =Mz +04 (C(z,l)HXXZ) +o (szxca,z)) -0 (C(2,1) 1(llexC(l,z))) -

01, -1 0,1( 01 -1
- Myx

Taking into account the expressions C, :—0’1(;,LX2X o) Cuy = 1 o) we get

01 (O,l

Buay =Hae = (Mg, "0t ) = (g, " o)) +

oM, (i 1 2))

or finally

01 (0,1

B(z,z) =Heop — (szx 0’1H;;L)Mxxz)-

A2. Calculation of the Fourier series of the small degrees. The Fourier series (17) with three terms on the
conjugate polynomials Q, (X) for the scalar function of the vector variable Y(X) has the form

y(x) = **(ByQ, (x))+"*(B,Q,(x)) +% "4(B,Q, (X)) .

Let us find the coefficients B, of this series by the formula (19).

B, = [ °*(Y(OP, (x))p(x)dx = [ y()p(x)dx = v,.

Q

B, = J- 22 (y(X)P.(x))p(x)dx = I SO(y(X)(x—v,))p(x)dx = o
B, = [ **(Y(¥)P, ())p()dx = [ **(Y(X)(X*+**(XCyy5)) + )P ()X =
=V, +°’l(vyxC(112)) + vyC(oyz) =

01 01,01 -1 0,1
:Vyxz_ (Vyx ( MM e ))_ (VnyC(l,Z))_Vnyx =

= Vyx2 _0,1(\/ yX ot (Oylu;i“’x)@ ))+0’1(V yvx( OYl(Oylu;iu'xﬂ ))) - Vyvxx =

01 -1

= Myxz —0’1(ny 0’1( “‘xxl”lxxz ))

The Fourier series (17) with three terms on the basic polynomials P (X) for the scalar function of the vector

a
variable Y(X) has the form

Y0 = “(CR KO HHCR0) + 5 HC,P.()
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We get in accordance with the formula C, = r”" (B,*'B /) (21):
OO(B OOB(OO)) —v,
C,="'(B, 018(11))—0’1(ny0’lu;x1) ,
_20 2(B ozB(2 2)) .

The coefficients of the approximation of the function Y(X) by the series (22) on the degrees of the variable X
up to second degree inclusive (M = 2) are defined by the following expressions defined by the formula (26):

1 1 1

Coooy = OC +Z Ok(C C(kO)) C, +01(C C(10))Jr OZ(C C(zo))
1 1ok 1o,

Cony = ]_IC Zz (C, C(kl)) =C, + (C, C(Zl))
1

Cn2) :502-
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