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Abstract 

 
In the article, the theory of the Fourier series on the orthogonal multidimensional-matrix polynomials is 

developed. The known results from the theory of the orthogonal polynomials of the vector variable and the 

Fourier series are given and the new results are presented. In particular, the known results of the Fourier series 

are extended to the case of the multidimensional-matrix functions, what allows us to solve more general 

approximation problems. The general case of the approximation of the multidimensional-matrix function of 

the vector argument by the Fourier series on the orthogonal multidimensional-matrix polynomials is realized 

programmatically as the program function and its efficiency is confirmed. The analytical expressions for the 

coefficients of the second degree orthogonal polynomials and Fourier series for the potential studies are 

obtained. 

 

 

Keywords: Fourier series; multidimensional-matrix orthogonal polynomials; multivariate polynomial 

regression. 

Original Research Article 



 
 

 

 
Mukha; Asian J. Prob. Stat., vol. 25, no. 3, pp. 84-98, 2023; Article no.AJPAS.109004 

 

 

 
85 

 

1 Introduction 
 

The most important tool for research of the real systems and processes is approximation. The mathematical 

models of the real systems and processes are their approximate mathematical images. The various methods of 

approximation there exist, one of which is approximation by Fourier series by the orthogonal polynomials. 

 

The history of the orthogonal polynomials of both one and several variables dates back to Hermite [1]. Hermite 

in [1] and then Appel P. and Kampe de Feriet in [2] studied in details the properties of the so-called Hermite 

polynomials of one and two variables. The general theory of the orthogonal polynomials of many variables is 

developed in paper [3]. As per the works [1-3], this theory is constructed as the theory of two bi-orthonormal 

sequences of the polynomials: basic and conjugate. In work [4], it is proposed to choose a polynomial with the 

unit coefficient at the highest degree as the basic polynomial. This theory uses the classical (scalar) 

mathematical approach and is therefore the classical theory. The classical theory can be found also in [5,6]. 

 

The foundations of the theory of the multidimensional matrices were laid in work [7] and developed in work [8]. 

The results of works [3,4] were combined in works [9,8] on the basis of the multidimensional-matrix 

mathematical approach. It is haw the multidimensional-matrix theory of the orthogonal polynomials of the 

vector variable arose.  

 

In this article, the theory of the orthogonal multidimensional-matrix polynomials is developed in the direction of 

its practical use. Since the theory is created on the basis of the multidimensional-matrix mathematical approach, 

the multidimensional-matrix notation is used in this article. The basic definitions of the theory of the 

multidimensional matrices in English can be found in the Appendix to the article [10]. 

 

2 Orthogonal Polynomials of the Vector Variable  
 

Let   be some closed region of the space 
nR , )(x , x , be nonnegative function (weight function) such 

that the integrals (the moments of the weight function )(x )  

 




= ,)( dxxxi

xi  ,...2,1,0=i  ,                                                                                                (1) 

exist, and ),(2 L  be the space of the functions with integrable square in   with the weight )(x . Here 
ix  

is the )0,0( -rolled degree of the one-dimensional matrix x : )()( 0,00,0 xxxxx ii ==  [8, 10]. 

 

The theory of the orthogonal polynomials of the vector variable is created as the theory of two bi-orthonormal 

sequences of the polynomials. 

 

A multidimensional-matrix r  degree polynomial )(xQr  of the vector (one-dimensional) variable x  is 

defined as follows [7, 8]: 
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where 
*

),( krC  are the )( kr + -dimensional matrices of the coefficients, 
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symmetrical with respect to the indices of their two multiindices ),...,(),,...,( 11 kr jjii  and satisfying the 

conditions  
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krkkkr B
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The notations kkrH ,+  and kkrB ,+  mean the transpose substitutions of the types “back” and “forward” 

respectively [8, 10]. Each of the indices of the multiindices ),...,(),,...,( 11 kr jjii  takes the values n,...,2,1 . 

 

Definition. The sequence of the multidimensional-matrix polynomials )(xQr  (2) is called orthogonal in 

),(2 L  if the following conditions are satisfied: 
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The two sequences of the orthogonal polynomials of many variables are considered: the basic sequence )(xPr  

and the sequence )(xQr  conjugate of )(xPr , ,...2,1,0=r . 

 

Definition. The multidimensional-matrix r  degree polynomial in ),(2 L  of the following form  
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is called the basic polynomial, where ),( krC  are )( kr + -dimensional matrices of the coefficients, 

 

)( ,...,,,...,),( 11 kr jjiikr cC = ,  ,...,2,1,0=r  ,1,...,2,1,0 −= rk  

 

symmetrical with respect to the indices of their two multiindices ),...,(),,...,( 11 kr jjii  and satisfying the 

conditions: 
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Definition. The multidimensional-matrix polynomial )(xPr  (4) is called the basic orthogonal r  degree 

polynomial in ),(2 L  if it is orthogonal to the homogeneous polynomials 
12 ,...,,,1 −rxxx , )(0,0 kk xx = : 
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Definition. The sequences of the multidimensional-matrix polynomials )(xPr  (4) and )(xQr  (2) are called the 

completely orthonormal in ),(2 L  if the conditions (3), (5) are satisfied and the following condition: 
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is satisfied too. There ),( rrD  is the r2 -dimensional order n  matrix with the following structure: 

 



 
 

 

 
Mukha; Asian J. Prob. Stat., vol. 25, no. 3, pp. 84-98, 2023; Article no.AJPAS.109004 

 

 

 
87 

 

)( ,...,,,,...,,),( 2121 rr jjjiiirr dD = ,  njjjiii rr ,...,2,1,...,,,,...,, 2121 = .                                                   (7) 

 

The elements of this matrix are defined by the expression: 
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in which ),...,,( 21 riiiperm  means any permute of the values of the indices rrrriii nr =+++ ...,,...,, 2121 , 

and kr  is the number of repetitions of the k -value, nk ,...,2,1= .  

 

The matrix ),( rrD  (7), (8) has such a useful property that for any q -dimensional matrix 

)( ,...,,,,...,, 2121 rrq jjjiiiсC
−

=  with rq   symmetrical with respect to the indices rjjj ,...,, 21  the following 

equality is fulfilled [8]: 
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Let us introduce the initial i -th order moments ix
  and the initial-central and central-initial )( ji + -th order 

moments j
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i xx
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c xx
  of the weight function )(x : 
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where 
ix , )( jx

ji xx − , 
j

x

i xx i )( −  are the )0,0( -rolled degrees and )0,0( -rolled products of the 

matrices [8]. We will often avoid the notation )0,0( -rolled product and will write yx  instead of )(0,0 yx . 

 

The moments (10), (11) have the following properties: 
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where iqjqiqB ,+  is the transpose substitution of the type “forward” [8]. These properties are proved by 

calculation of the formulae (10), (11). The properties (12) allow us to use the following notations: 

 

jijiji xxxxx
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iqjqiq
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B
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Let us introduce also the mutual moments 
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with the properties 
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The weight function )(x  in the case 10 =
x

 represents the probability density function of the some random 

vector  . 

 

Theorem [8]. If the sequences of the multidimensional-matrix polynomials )(xPr  (4) and )(xQr  (2) are 

completely orthonormal in ),(2 L , i.e. they satisfied the conditions (3), (5), (6), then the coefficients ),( krC  

of the basic sequence )(xPr  (4) are defined by the following multidimensional-matrix system of the linear 

algebraic equations 

 


−

=

−===+
1

0

),(

,0 1,...,1,0,...,1,0,0)(
r

k
xxkr

k

xx
rprC pkpr ,                                                   (14) 

 

and the coefficients 
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),( krC  of the conjugate sequence )(xQr  (2) are defined by the expression 
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The coefficients ),( rkC  of the basic sequence )(xPr  (4) are defined by the following multidimensional-matrix 

system of the linear algebraic equations: 
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),( rkC  of the conjugate sequence )(xQr  (2) are defined by the expression 
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3 The Fourier Series on the Orthogonal Polynomials 
 

The Fourier series for the p -dimensional-matrix function )(xy  of the vector (one-dimensional-matrix) 

variable 
nRx   on the conjugate orthogonal polynomials )(xQr  (2) has the following form:  
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where )( ,...,,,,...,, 2121 rp iiijjjr bB =  are )( rp + -dimensional symmetrical when 2r  with respect to the indices 

riii ,...,, 21  matrices of the n  degree of the coefficients. They are defined by the expressions [8] 
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Substitution the polynomial )(xPr  (4) into (18) give the following expression for the coefficients rB : 
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The Fourier series on the basic orthogonal polynomials )(xPr  (4) is obtained analogously: 
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The approximation of the scalar (zero-dimensional-matrix) function )(y  of the random vector   with the 

probability density function )(x  by the finite sum of the Fourier series:  
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provides the minimum of the mean square error (m.s.e.) of the approximation  

 

( ) ( )( )( ) ( ) ( )( )


−=−= dxxxsxysyEr mmm )(
20,020,02

. 

The minimal value 
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minmr  of the m.s.e. is defined by the expression [8] 
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where )(E  means the mathematical expectation. 

 

4 The Polynomials Orthogonal with the Discrete Weight Function 
 

The theory of the polynomials orthogonal with the continuous weight function )(x  outlined above coincides 

with the theory of the polynomials orthogonal with the discrete weight function ),( kk xp , when the l  distinct 

points are given in the region 
nR  with positive weights lppp ,...,, 21  and the measure   of the region 

  is define by the formula  
=

kx kp)(  [11]. One talks in this case about the polynomials orthogonal 

on the system of the points. The moments (9) is defined in this case by the expression: 
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and the mutual moments (13) is defined by the expression 
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where )( kk xyy = , lk ,...,2,1= . 

 

We will call the discrete weight function with 10 =
x

 as the discrete distribution of some random variable  . 

The important discrete distribution is so called empirical, or sample distribution, when ix  are the sample values 

of the random variable   and lpi /1= , where l  is the length of the sample. If the empirical distribution is 

used then the approximation is called empirical. 

 

5 The Multidimensional-Matrix Approximation by the Fourier 

Approximation 
 

It is of interest to obtain the coefficients ),( kmc  of the approximation of the function )(xy  by the 

multidimensional-matrix m  degree polynomial: 
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in the case when the Fourier approximation (20) the same degree of this function is obtained  
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The polynomial )(xPk  of the fixed degree k  provides in the expression (23) the following summand: 
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The variable x  of the degree l , kl  , appears in the expression (24) in the summand 

!/))(( ),(
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. Summation of the coefficients at 

lx  by k  from l  to m  gives the following 

formula for the desired coefficients: 
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If one takes in account that ),0(),( iEC sii =  is the symmetrical identity matrix which ensures the equality 

iiii

i CCC =)( ),(
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 then instead (25) we will have the expression 
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6 Computer Simulation 
 

The algorithm of the approximation of the functions by the Fourier series was realized programmatically in the 

form of the standard Matlab function for general case and was checked on many functions.  

 

We show the empirical approximation (according the p. 3) of the scalar regression function y  of the two 

arguments 21, xx  as the polynomial (22) of the 7 degree ( 0=p , 1=q , 7=m ). The scalar values of the 

coefficients ),( kmc  of the polynomial are random integer from -5 to 5. The measurement errors are independent 

normal with zero mean and variation 2.0 . The approximating polynomial has the degree 7 too.  

 

We will call the approximation by the algorithm developed in this article as the Fourier multidimensional-matrix 

approximation (Fmdm-approximation) in opposite to the multidimensional-matrix approximation (mdm-

approximation) of the work [12].  

 

Fig. 1 shows three surfaces: real function, mdm-approximation and Fmdm-approximation. The design of the 

experiment is random, the values of the variables 21, xx  are choose from the uniform distribution )1,1(−U . 

The number of runs is 255. Both of the methods have the high accuracy of the approximation. However, the 

program of the Fmdm-approximation turned out to be faster-acting compared to the program of the mdm-

approximation. Other benefits are to be found out. 
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It should be noted that the classical approximation for the considered case is impossible because it is very 

cumbersome and not developed.  

 

 
 

Fig. 1. Real function and its two empirical approximations 

 

The considered approximations have the undoubted advantages compared to the classical approach: 

algorithmical generality and extensive possibilities. However, they have the certain hardware limitations: out of 

memory and unacceptably long calculation time for the personal computer in the case of big data. 

 

7 The Orthogonal 0–2 Degrees Polynomials 
 

In the work [8], the expressions of zero and first degree orthonormal polynomials and the particular cases of the 

second degree polynomials are obtained. These results are completed in this article by the general expressions of 

the second degree polynomials and Fourier series. The complete expressions are presented in the Table 1 for the 

case 10 =
x

. The necessary proofs are given in the Appendix.  

Table 1. Orthogonal polynomials and Fourier series up to second degree inclusive 
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2,0

2

2,0

2

−= BBC . 

++ ))(())((~)( 11

1,0

00

0,0 xQBxQBxy  

))((
2

1
22

2,0 xQB+ , 

yB =0 , 

yxB =1 , 

))(( 22

11,01,01,0

2 xxxxyxyx
B −= − . 
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8 Conclusion 
 

The known results of the Fourier series on the orthogonal polynomials are extended to the case of the 

multidimensional-matrix functions, what allows us to solve new problems such as approximation of parametric 

curves and surfaces. The analytical expressions for the orthogonal polynomials and Fourier series of the second 

degree useful for the potential analytical studies are obtained. The theoretical results are realized as the single 

function of the programming language with many possibilities which we call the algorithmic generality. The 

efficiency of the program function is confirmed on the instance, performing of which is impossible by the 

classical approach. 
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Appendix 
 

A1. Calculation of the polynomials of the small degrees. Let us obtain the orthonormal polynomials of the 

small degrees by solving the system of the equations (14).  

 

We get the zero degree polynomials by definition: 

 

1)(0 =xP , 

 

1)(0 =xQ . 

 

The one degree polynomials are obtained when 1=m  in the expressions (14). The system of the equations (14) 

consists of one equation: 

 

xx
С −= )( 0)0,1(

0,0
. 

 

If 10 =
x

, then 

 

xСС −== )1,0()0,1( , 

 

xxxCxxP −=+= )()( 0

)0,1(

0,0

1 . 

 

The expression for the matrix )1,1(B  from the expression (15) will look like this: 

 

))(()()( )1,0()0,1(

0,0

)1,0(

0,0

)0,1(

0,0

)1,1( 0CCCCB
xxxxx +++= . 

 

Taking into account the expressions for )1,0(С  and )0,1(С  when 10 =
x

 we get 

 

xxxxxxB =−=)1,1( . 

 

Then 

 

))(())(()( 11,01,0

1

1

)1,1(

1,01,0

1 xxx xxPBxQ −== −−
. 

 

The calculation of the first degree polynomials is completed. 

 

The second degree polynomials are obtained when 2=m  in the expressions (14). We have now the following 

system consists of two equations (when 10 =
x

): 

 

xxxCС −=+ )( )1,2(

1,0

)0,2( , 

 

xxxxx CС 2)()( )1,2(

1,0

)0,2(

0,0 −=+ . 

 

We will solve this system by the Gauss elimination method. For this purpose, we subtract the first equation 

multiplied on the right by x  in the sense of the )0,0( -rolled product from the second equation. We will get 

the following system:  
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xxxCС −=+ )( )1,2(

1,0

)0,2( , 

 

)())(( 2)1,2(

1,0

xxxxxxxxxC −−=− , 

 

or in other notation 

 

xxxCС −=+ )( )1,2(

1,0

)0,2( , 

 

xxxxC 2)( )1,2(

1,0 −= . 

 

We get the expression for the coefficient )1,2(С  from the second equation: 

 

)( 11,01,0

)1,2( 2

−−= xxxx
C . 

 

Substituting this expression into first equation we get the expression for the coefficient )0,2(С : 

 

))(()( 11,01,01,0

)1,2(

1,0

)0,2( 2 xxxxxxxxxx CС +−=−−= −
. 

 

The coefficients )2,1(C  and )2,0(C  are obtained from the following system of the equations  

 

xxxCС −=+ )( )2,1(

1,0

)2,0( , 

 

2)()( )2,1(

1,0

)2,0(

0,0

xxxxx CС −=+ . 

 

which follows from (16) when 2=m . Solving this system by Gauss elimination method we get 

 

)( 2

11,01,0

)2,1( xxxxC −= −
, 

 

))(()( 2

11,01,01,0

)2,1(

1,0

)2,0( xxxxxxxxxx CС +−=−−= −
. 

 

The second degree polynomial )(2 xP  of the basic sequence of the orthogonal polynomials has the form 

 

)2,0()2,1(

1,02

)0,2()1,2(

1,02

2 )()()( CxСxCxСxxP ++=++= . 

 

The second degree polynomial )(2 xQ  of the conjugate sequence of the orthogonal polynomials is defined by 

the formula 

 

))((!2)( 2

1

)2,2(

2,02,0

2 xPBxQ −= , 

 

where, from (15),  

 

 
= == =

+++ +++=
1

0

1

0

)2,(

,0

),2(

,0
1

0

1

0

)2,(

,0

),2(

,0

)2,2( ))(()()( 2222

k q

qx

q

k

k

k k

kx

k

xk

k

xx
CCCCB qkkk . 
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Let us find the matrix )2,2(B  for the case 10 =
x

. 

 

+++++= )()()()( )2,1(

1,0

)2,0(

0,0

)1,2(

1,0

)0,2(

0,0

)2,2( 2222 CCCCB
xxxxxxxxxx

 

 

+++ ))(()( )2,1(

1,0

)0,2(

0,0

)2,0()0,2(

0,0 CCCC x
 

 

))(())(( )2,1(

1,0

)1,2(

1,0

)2,0()1,2(

1,00,0 CCCC xxx ++ . 

 

Combining the similar terms highlighted in the previous expression we get  

 

+++++= )))((()))((( )2,0()1,2(

1,00,0

)2,1(

1,0

)0,2(

0,0

)2,2( 4 CCCCB xxxxxxx
 

 

=++++ ))(()()()( )2,1(

1,0

)1,2(

1,0

)2,1(

1,0

)1,2(

1,0

)2,0()0,2(

0,0
22 CCCCCC xxxxxx

 

 

7)65(4)32(1 eeeeeee ++++++= . 

 

Taking into account the expressions xxxCC −=− )( )1,2(

1,0

)0,2( , )( )2,1(

1,0

)2,0( CС xxx −−=  gives 

 

( ) ( ) ( ) ( ))()()()(2 )2,1(

1,00,00,0

)2,1(

1,0

)1,2(

1,00,0

)1,2(

1,00,0
CCCCe xxxxxxxxxxxx −−−−= , 

 

( ) ( ) ( ) ( )xxxxxxxxxxxx CCCCe −−−−= )()()()(3 )1,2(

1,00,00,0

)2,1(

1,0

)1,2(

1,00,0

)2,1(

1,00,0
, 

 

)()))(())(()((4 0,0

)2,1(

1,0

)1,2(

1,0

)2,1(

1,0

)1,2(

1,0

xxxxxxxxxxxx CCCCe +++= , 

 

)(5 2)1,2(

1,0

xx
Ce = , 

 

)(6 )2,1(

1,0
2 Ce
xx

= , 

 

))((7 )2,1(

1,0

)1,2(

1,0 CCe xx= . 

 

Summation of the terms 71 ee −  and combining the highlighted similar terms leads to the expression 

 

−+−+= ))(())(()( )2,1(

1,0

)1,2(

1,0

)1,2(

1,0

)1,2(

1,0

)2,2( 222 CCCCB xxxxxxxxx
 

 

( )xxxxxxxxxxx CCCC −−+−
0,0

)2,1(

1,0

)2,1(

1,0

)2,1(

1,0

)1,2(

1,0 )))(()()(( 2 ,or 

 

( ) +−+−+−= ))(())(( )2,1(

1,0

)1,2(

1,00,0

)2,2( 2222 CCB xxxxxxxxxxxxxxxx
 

 

)))((( )2,1(

1,0

)1,2(

1,0 CC xxxx −+ , 
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Or 

 

))(()()( )2,1(

1,0

)1,2(

1,0

)2,1(

1,0

)1,2(

1,0

)2,2( 2222 CCCCB xxxxxxxx
+++= . 

 

Taking into account the expressions )( 11,01,0

)1,2( 2

−−= xxxx
C , )( 2

11,01,0

)2,1( xxxxC −= −
 we get 

 

+−−= −− ))(())(( 222222

11,01,01,011,01,01,0

)2,2( xxxxxxxxxxxxxx
B  

 

))(( 22

11,01,01,0

xxxxxx
+ −

, 

 

or finally 

 

))(( 2222

11,01,01,0

)2,2( xxxxxxxx
B −= −

. 

 

A2. Calculation of the Fourier series of the small degrees. The Fourier series (17) with three terms on the 

conjugate polynomials ( )xQr  for the scalar function of the vector variable )(xy  has the form 

 

))((
2

1
))(())((~)( 22

2,0

11

1,0

00

0,0 xQBxQBxQBxy ++ . 

 

Let us find the coefficients iB  of this series by the formula (19). 

 

ydxxxydxxxPxyB === 


)()()())()(( 0

0,0

0 , 

 

yxx dxxxxydxxxPxyB =−== 


)()))((()())()(( 0,0

1

0,0

1 , 

 

=++== 


dxxCxСxxydxxxPxyB )()))()((()())()(( )2,0()2,1(

1,020,0

2

0,0

2  

 

=++= )2,0()2,1(

1,0 )(2 CС yyxyx
 

 

=−−−= −

xxyxyxxxxyxyx
C )())(( )2,1(

1,011,01,01,0
22  

 

=−+−= −−

xxyxxxxxyxxxxyxyx
)))((())(( 222

11,01,01,011,01,01,0
 

 

))(( 22

11,01,01,0

xxxxyxyx
−= −

. 

 

The Fourier series (17) with three terms on the basic polynomials ( )xPr  for the scalar function of the vector 

variable )(xy  has the form 

))((
2

1
))(())((~)( 22

2,0

11

1,0

00

0,0 xPCxPCxPCxy ++ . 
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We get in accordance with the formula )(! 1

),(

,0,0 −= rr

r

r

r

r BBrC  (21): 

 

yBBC == − )( 1

)0,0(

0,0

0

0,0

0 , 

 

)()( 11,01,01

)1,1(

1,0

1

1,0

1

−− == xxyxBBC , 

 

)(2 1

)2,2(

2,0

2

2,0

2

−= BBC . 

 

The coefficients of the approximation of the function )(xy  by the series (22) on the degrees of the variable x  

up to second degree inclusive ( 2=m ) are defined by the following expressions defined by the formula (26): 

 

)(
!2

1
)()(

!

1

!0

1
)0,2(2

2,0

)0,1(1

1,0

0

2

1

)0,(

,0

0)0,( CCCCCCC
k

Cc
k

kk

k

p ++=+= 
=

, 

 

)(
!2

1
)(

!

1

!1

1
)1,2(2

2,0

1

2

2

)1,(

,0

1)1,( CCCCC
k

Cc
k

kk

k

p +=+= 
=

, 

 

2)2,(
!2

1
Cc p = . 
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