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Abstract. In this paper we considered utilization of graph clustering results in scope of solving all-pairs
shortest path problem by means of blocked all-pairs shortest paths algorithm with unequally sized blocks. We
defined a set of requirements for the results of graph clustering based on the inner working of the blocked algorithm.
We have done an analysis of two existing, well-known graph clustering algorithms (Walktrap and Spinglass) to
verify if existing clustering algorithm can produce results consumable by blocked all-pairs shortest path algorithm
with unequally sized blocks. Our experiments show, that both algorithms can be used to produce compatible results,
however, in different contexts.

Keywords: All-pairs shortest path problem, blocked algorithms, graph clustering, unequally sized blocks.

Introduction. The problem of finding the shortest paths between vertices in a directed,
weighted graphs, has numerous applications in many real-life domains, like traffics, computer
networks, social networks, computer games, hardware benchmarking and so on [1-3]. The
shortest paths problem can be formulate differently depending of what shortest paths have to be
found: a problem of finding a shortest path between a pair of vertices (Single Pair Shortest Path),
a problem of finding all shortest paths between one vertex and the rest of the vertices (Single
Source Shortest Path or Single Sink Shortest Path) and a problem of finding all pairs of shortest
paths between all pairs of vertices in the graph (All Pairs Shortest Path). Computational
complexity of the shortest paths problem depends on multiple parameters such as size of the
graph (number of vertices), density of the graph (number of edges), edge weight (real or integer,
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positive or negative) and problem formulation. For each of the formulation and combination of
parameters there are classical algorithms [4—7] developed.

However, effective solution of the problem on large graphs with classical algorithms might
take a significant portion of time because they weren’t designed to run on modern, multi-core,
multi-processors, or heterogeneous systems. That is why, to reduce execution time modern
algorithms (or modernized versions of the classic algorithms) try to make use of hardware
parallelism on single chip, powerful accelerators, distributed systems and pre-computed ahead of
time information about or combination of those [8—10].

In our previous works we concentrated on improving solution of all-pairs shortest path
problem using blocked version of Floyd-Warshall algorithm [11] by exploiting parallelism, CPU
caching, data dependencies and novel algorithms to recalculate blocks [12—15]. In this paper we
are focused on defining requirements to use pre-computed information about target graph’s
clusters (clustering) to speed up execution.

Algorithms. In this section we provide a concise description of Floyd-Warshall [7] and
blocked Floyd-Warshall [11] algorithms to lay the foundation for further analysis.

Floyd-Warshall algorithm operates on a cost adjacency matrix [ X ], where is the
number of vertices in a graph, and element  contains a weight of the edge between vertices
and . The algorithm recalculates matrix ~ in iterations, where every iteration consists of
picking the vertex (essentially all vertex of matrix  are picked) and checking if any of the
paths between vertices and can be shortened through vertex (see Figure 1).

int N =

function algorithm(matrix D)
for k = 0 to N do
for i = 0 to N do
for j = 0 to N do
D[i,j] = min(D[i,3], D[i, k] + D[k,j])
end
end
end
end function

Figure 1. Pseudocode of original Floyd-Warshall algorithm

Blocked Floyd-Warshall algorithm extends Floyd-Warshall algorithm by splitting the matrix
into X  blocks, effectively creating a matrix [ x ], where = . The algorithm
recalculates matrix in  iterations, where every iteration consists of three phases: calculating the a
single «diagonal» block, which has dependency on itself, 2-(  — 1) «cross» blocks, which have
dependency on themselves and the “diagonal” block and ( — 1)? «peripheral» blocks, which have
dependency on the corresponding vertical and horizontal «cross» blocks (see Figure 2).
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Phase 1 Phase 2 Phase 3

Step 1

Step 2 :H

- Blocks being calculated

|:| Blocks used as dependencies in calculations

Figure 2. lllustration of calculation phases of Blocked Floyd-Warshall algorithm on first two
iterations (steps)

All the blocks are calculated using the same procedure which always accepts three blocks
(see Figure 3).

int M
int S

function blocked algorithm(block matrix B)

for m = 0 to M do
proc(B[m,m], B[m,m], B[m,m]);
for i = 0 tom - 1 do
proc(B[i,m], B[i,m], B[m,m]); proc(B[m,i], B[m,m], B[m,i]);
end
for i = m + 1 to M - 1 do
proc(B[i,m], B[i,m], B[m,m]); proc(B[m,i], B[m,m], B[m,1]);
end
for i = 0 tom - 1 do
for § = 0 tom - 1 do proc(B[i,j], B[i,m], B[m,j]); end
for j = m+ 1 to M - 1 do proc(B[i,3], B[i,m], B[m,j]l); end
end
for i = m+ 1 to M - 1 do
for § = 0 tom - 1 do proc(B[i,j], B[i,m], B[m,j]); end
for j =m+ 1 toM - 1 do proc(B[i,j], B[i,m], B[m,j]); end
end
end

end function

function proc(B1l, B2, B3)
for k = 0 to S do
for i = 0 to S do
for j = 0 to S do
B1[i,3] = min(B1[1i,3], B2[i,k] + B3[k,J1)
end
end
end
end function

Figure 3. Pseudocodes of blocked Floyd-Warshall algorithm (blocked algorithm) and block
calculation procedure (proc).

The blocked version of the algorithms takes advantage of the CPU caching by improving
data localization during block recalculations i.e. no more than three blocks participate in
calculation, which makes it possible to fit all of them into CPU cache and reduce number of
main memory accesses.

Clustering. In this section we provide a concise description of the graph clustering to lay a
foundation for further analysis.

Graph clustering is an operation of grouping vertices of the graph into clusters (or
communities) by taking into consideration the structure of the graph (edge adjacency, distance or
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similarity between vertices, type of the graph and so on) in such a way that there should be many
edges within each cluster and few between the clusters [16]. In terms of directed graphs, which
are the main audience of the shortest path problem, graph clustering provides information about
highly inter-connected and sparsely-connected sub-graphs, bridge vertices (i.e. vertices which
constitute edges between clusters) and bridge edges (i.e. edges between clusters).

Depending on the graph, clustering algorithm and its parameters (or in cases when clustering
algorithm uses any kind of randomization, even a particular run) the clustering results can have
significant difference in number of clusters, number of vertices in clusters and number of bridge
vertices and edges. In Table 1 you can find clustering results of the small (80 vertex) randomly
generated, directed, connected graph using Walktrap [17] and Spinglass [18] clustering
algorithms and on the Figure 4 you can see a visualization of execution of Walktrap, with walks
set to 7, and Spinglass, with spins set to 7, algorithms.

Table 1. Results of the clustering of a randomly generated, directed, connected graph of 80
vertices and 94 edges using Walktrap and Spinglass clustering algorithms with different
sets of parameters.

Walktrap Spinglass

Walks | Clusters Bridge Bridge Spins | Clusters Bridge Bridge
vertices edges vertices edges
2 17 24 26 2 2 7 7
3 19 26 28 3 3 10 10
4 19 27 29 4 4 11 11
5 19 26 29 5 5 13 13
6 18 27 28 6 6 15 15
7 20 29 30 7 7 17 17

Table 1 demonstrates how results of graph clustering differ in number of clusters and
bridge vertices / edges between different algorithms and their parameters.

Figure 4. Visualization of graph clustering of a randomly generated, directed, connected graph
of 80 vertices using Walktrap, with walks set to 7, (a) and Spinglass, with spins set to 7, (b)
algorithms. Red arrows represent bridge edges, filled shapes and vertex colors represent
clusters.

Analysis. In this section we perform an analysis of the results of execution of Walktrap
and Spinglass graph clustering algorithms to define requirements to methods of graph clustering
and input graphs based on how these results can be used to improve execution of blocked all-
pairs shortest paths algorithm.
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In appliance to blocked all-pairs shortest path algorithms the information from graph
clustering can potentially be used to improve algorithm’s performance. However, because of
how blocks are recalculated (see Figure 2) these optimizations (which might rely on advanced
knowledge of the graph’s layout) are possible if clusters are matched to blocks i.e. every cluster
is represented by a “diagonal” block. In classic variation of the blocked all-pairs shortest paths
algorithm (see Figure 3), all the blocks must be of same size. This is a very strict requirement,
which can hardly be matched by any of graph clustering algorithms. Luckily, this requirement
can be relaxed as demonstrated in [19] by using blocks of unequal sizes. With an ability to use
blocks of unequal sizes. Matching of clusters to “diagonal” blocks requires a rearrangement of
rows and columns of cost adjacency matrix (before splitting it to blocks) to align all vertices of
clusters around matrix diagonal. However, for the matching be successful and do not introduce a
degradation instead of optimization, clusters must satisfy the following requirements:

1 Clusters must not be too «smally or too «large»®. Having a significant number of
«small» clusters will result in a significant number of small blocks and CPU cache
underutilization. Having large block results in contrary will reduce effect of the CPU cache and
will result in a significant main memory pressure (as demonstrated in [20]).

2 Clusters must not be too interconnected. Having too many bridge vertices or bridge
edges renders the makes the whole purpose of using clusters useless.

To understand, if the above requirements can be fulfilled, by existing graph clustering
algorithm, we performed a set of experiments using two, well-known algorithms (Walktrap and
Spinglass) on three randomly generated, connected graphs with artificially generated clusters
(RCGWC). Information about all graphs is presented in Table 2. To verify how algorithms treat
artificially generated clusters, during the generation of the graphs, we have recorded the ranges
of vertices constituting to all clusters (see Table 3).

Table 2. Configuration of the experimental graphs, where RCG are randomly generated,
connected graphs of different density and RCGWC are randomly generated connected
graphs with artificially generated clusters.

Graph Vertices Edges Bridge Vertices Bridge Edges Clusters
RCGWC-1 1200 49192 223 298 12
RCGWC-2 1200 46923 408 572 10
RCGWC-3 1200 56567 743 1415 10

We have executed all algorithms on all the experimental graphs with parameters varying
from 2 to 12 walks and 2 to 12 spins for Walktrap and Spinglass algorithms respectively.

During the experiments, Walktrap algorithm has precisely identified all artificially
generated clusters in all experimental graphs independently of number of walks. This
demonstrates that results of graph clustering using Walktrap algorithm are very sensitive to
graph’s layout and can be utilized when the layout matches the requirements. The executing
time of the Walktrap algorithm varied from 0.3 to 1.5 seconds® (depending on the number of
walks — more walks more time).

4The «small» and «large» here are relative to the characteristics of the executing CPU cache memory, where small
is less than % of Level 1 cache and “large” is more than % of Level 2 cache.
> All clustering algorithms were executed on M1 Ultra Mac Studio using R language (igraph library).
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Table 3. Configuration of artificially generated clusters of all RCGWC graphs.

RCGWC-1 RCGWC(C-2 RCGWC-3
Cluster Vertices Vertices Vertices Vertices Vertices Vertices
Range Range Range

1 77 0-76 122 0-121 116 0-115
2 170 77 — 246 154 122 - 275 134 116 — 249
3 84 247 - 330 111 276 — 386 58 250 - 307
4 55 331 - 385 166 387 — 552 61 308 — 368
5 64 386 — 449 146 553 - 698 167 369 — 535
6 143 450 — 592 161 699 — 859 56 536 — 591
7 53 593 — 645 115 860 — 974 155 592 — 746
8 143 646 — 788 49 975-1023 141 747 — 887
9 95 789 — 883 96 1024 - 1119 162 888 — 1049
10 109 884 — 992 80 1120 -1199 150 1050 — 1199
11 120 993 - 1112
12 87 1113 -1199

During experiments (see Table 4), Spinglass algorithm produced various results. In most
cases, the number of clusters was equal to number of spins (which is expected because of how
algorithm works). However, when algorithm was executed against RCGWC-2 and RCGWC-3
graphs, which have 10 artificial clusters each, with number of spins set to 11 and 12 it still
identified 10 clusters (not 11 or 12). Produces clusters only partially matched the structure of
artificially generated clusters but despise this they weren’t highly interconnected or of
significantly different sizes (see Table 5):

1 The number of bridge vertices varied:

—  from 210 to 299 (where predefined was 223) for RCGWC-1

— from 270 to 425 (where predefined was 408) for RCGWC-2

— from 544 to 750 (where predefined was 743) for RCGWC-3

2 The number of bridge edges varied:

—  from 327 to 496 (where predefined was 298) for RCGWC-1

— from 323 to 711 (where predefined was 572) for RCGWC-2

— from 889 to 1522 (where predefined was 1415) for RCGWC-3

In combination, results presented in Table 4 and Table 5 experimentally demonstrate that
results of graph clustering using Spinglass algorithm can be utilized with other parameters to
optimally split the cost-adjacency matrix into block even when the natural layout of the graph
doesn’t matches the requirements. The executing time of the Spinglass algorithm varied from 9
to 11 seconds (depending on the number of spins — more spins more time).

Table 4. Experimental results of the Spinglass algorithm executed on all RCGWC graphs
depicting number of clusters, number of bridge vertices and edges in relation to spins

parameter.
RCGWC-1 RCGWC-2 RCGWC-3
Spins Bridge | Bridge Bridge | Bridge Bridge | Bridge
Clmtsie Vertices | Edges Clmtsie Vertices | Edges Clhmitsie Vertices | Edges
2 2 224 353 2 270 323 2 544 889
3 3 210 327 3 360 506 3 618 1074
4 4 229 381 4 376 575 4 691 1288
5 5 253 448 5 392 584 5 697 1324
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End of table 4

RCGWC-1 RCGWC-2 RCGWC-3

Spins Bridge | Bridge Bridge | Bridge Bridge | Bridge
’ ST Vertiges Edggs G Vertifes Edggs G Vertifes Edggs
6 6 222 328 6 391 617 6 714 1349
7 7 299 497 7 405 622 7 724 1361
8 8 273 475 8 398 619 8 739 1433
9 9 268 473 9 414 711 8 747 1522
10 10 250 360 10 417 062 10 750 1492
11 11 272 421 10 416 634 10 747 1514
12 12 274 452 10 425 673 10 749 1516

Table 5. Experimental results of Spinglass algorithm on RCGWC-1 graph depicting number of
vertices in clusters in relation to spins parameter value.

Spins/Cluster 2 3 4 5 6 7 8 9 10 11 12
1 592 | 380 | 344 | 171 | 309 | 145 | 144 | 144 | 143 | 121 52
2 608 | 361 | 325 | 197 | 143 | 144 | 162 | 143 | 136 | 83 143
3 459 | 359 | 258 | 170 | 178 | 170 | 138 | &7 143 77
4 172 | 364 | 143 | 170 | 144 | 170 | 78 143 95
5 210 | 250 | 196 | 191 | 110 | 120 | 170 | 170
6 185 | 247 | 173 | 121 | 118 87 120
7 120 | 96 96 109 | 95 65
8 120 | 130 | 95 77 86
9 148 | 144 | 65 110
10 170 | 107 | 143
11 109 | 86
12 53

Conclusion. We have defined a set of requirements for methods of graph clustering and
produced clustering results to be useful for blocked all-pairs shortest paths algorithms. We
performed an experimental analysis of two, well-known graph clustering algorithms (Walktrap
and Spinglass) to verify if produced results match the requirements and can be used in blocked
all-pairs shortest paths with unequal block sizes, or this task requires a specialized clustering
algorithm which must be found or developed.

The experiments demonstrated that Walktrap algorithm can be used when natural layout of
the graph matches the requirements. Spinglass algorithm has demonstrated an ability to produce
variable results depending on the parameters. This shows that algorithm can be used even when
natural layout of the graph doesn’t match the requirements. Through these experiments we have
confirmed that existing methods of graph clustering can produce results compatible with defined
requirements, which makes implementation of the potential optimizations based on the
availability of clustering information a prospective direction for future research.

References
[1] Comparison of HPC Architectures for Computing All-Pairs Shortest Paths. Intel Xeon Phi KNL vs NVIDIA Pascal / M.
Costanzo [et al.]. — Springer, 2020. — P. 37-49.
[2] Anu, P. Finding All-Pairs Shortest Path for a Large-Scale Transportation Network Using Parallel Floyd-Warshall and
Parallel Dijkstra Algorithms / P. Anu, M. G. (Kumar) // Journal of Computing in Civil Engineering. — 2013. — Vol. 27, Ne. 3. —
P.263-273.

278



Hecsimas Meoxcoynapoonas nayuno-npakmuueckas kongepenyus «BIG DATA and Advanced Analytics. BIG DATA
U ananu3 8vlcoxoeo yposuay, Munck, Pecnyonuxa benapyco, 13 mapma 2024 200a

[3] Schrijver, A. On the history of the shortest path problem / A. Schrijver / Documenta Mathematica. — 2012. — Vol. 17,
Ne. 1.—P. 155-167.

[4] E. W. Dijkstra. A note on two problems in connexion with graphs / E. W. Dijkstra // Numerische Mathematik. — 1959. —
Vol. 1, Ne. 1. - P. 269-271.

[5] Bellman, R. On a routing problem / R. Bellman // Quarterly of applied mathematics. — 1958. — Vol. 16, Ne. 1. —P. 87-90.

[6] Johnson, D. B. Efficient algorithms for shortest paths in sparse networks / D. B. Johnson // Journal of the ACM
JACM). - 1977.—Vol. 24, Ne. 1. - P. 1-13.

[7] Floyd, R. W. Algorithm 97: Shortest Path / R. W. Floyd // Communications of the ACM. — 1962. — Vol. 5, Ne. 6. —
P. 345-.

[8] Efficient multi-GPU computation of all-pairs shortest paths / H. Djidjev [et al.]. — IEEE, 2014. — P. 360-369.

[9] The all-pair shortest-path problem in shared-memory heterogeneous systems / H. Ortega-Arranz [et al.] // High-
Performance Computing on Complex Environments. — 2013. — P. 283-299.

[10] A scalable parallelization of all-pairs shortest path algorithm for a high performance cluster environment / T.
Srinivasan [et al.]. — IEEE, 2007. — P. 1-8.

[11] Venkataraman, G. A Blocked All-Pairs Shortest Paths Algorithm / G. Venkataraman, S. Sahni, S. Mukhopadhyaya //
Journal of Experimental Algorithmics (JEA). —2003. - Vol. 8. — P. 857-874.

[12] Karasik, O. Tuning block-parallel all-pairs shortest path algorithm for efficient multi-core implementation / O. Karasik,
A. Prihozhy // System analysis and applied information science. —2022. — Ne. 3. — P. 57-65.

[13] Karasik, O. Profiling of energy consumption by algorithms of shortest paths search in large dense graphs / O. Karasik,
A. Prihozhy // Big Data and Advanced Analytics: c6. matepuanos [X Mexynap. Hayd.-ipakT. KoH(., MuHck. — Munck: BSUIR,
2023. - P. 44-50.

[14] Prihozhy, A. Influence of shortest path algorithms on energy consumption of multi-core processors / A. Prihozhy, K.
Oleg // System analysis and applied information science. —2023. — Ne. 2. — P. 4-12.

[15] Kapacuk, O. H. KoonepaTuBHBIII MHOTOIIOTOYHBIN IUIAHUPOBIIMK W OJOYHO-TIApAUICTBHBIC aITOPUTMBI PEIICHUS
3amad Ha MHOrosimepHbIX cuctemax / O. H. Kapacuk. — Benopycckmif rocyqapcTBEHHBI YHUBEPCHTET HH(OPMATUKH H
panuosnexktponuk, 2019.

[16] Schaeffer, S. E. Graph clustering / S. E. Schaeffer // Computer science review. — 2007. — Vol. 1, Ne. 1. — P. 27-64.

[17] Pons, P. Computing communities in large networks using random walks / P. Pons, M. Latapy. — Springer, 2005. —
P.284-293.

[18] Reichardt, J. Statistical mechanics of community detection / J. Reichardt, S. Bornholdt // Physical review E. — 2006. —
Vol. 74, Ne. 1. - P. 016110.

[19] Prihozhy, A. New blocked all-pairs shortest paths algorithms operating on blocks of unequal sizes / A. Prihozhy, O.
Karasik // System analysis and applied information science. —2023. — Ne. 4. — P. 4-13.

[20] Karasik, O. Parallel blocked all-pair shortest path algorithm: block size effect on cache operation in multi-core system /
O. Karasik, A. Prihozhy // BIG DATA and Advanced Analytics: c0. marepuanos VIII MesxxyHap. Hay4.-mpaxt. KoH®., MuHCK, 11-
12 mas 2022. — MuHck: bectnpunr, 2022. — P. 28-38.

author’s contribution
Authors to make an equivalent contribution.
TPEBOBAHUS K METOJIAM KIIACTEPU3AIIUU I'PA®OB C HEJBIO
PEIIEHUS 3AJIAYHA O KPATYAWIINX TYTAX

O.H. Kapacuk A.A. Ilpuxoosrcuii
Beodywuii unsicenep unocmpannoeo Ipogpeccop kageopul «llpoepammmuoe
nPoU3BOOCMEEHHO20 YHUMAPHO20 obecneuenue UHMOPMAYUOHHBIX CUCEM U
npeonpuamus « ACCODT COJIFOLIEH3» mexHonoeuily beropyccrkoeo
(IIBT, 2. Munck), HAYUOHATLHO20 MEXHUUECKO20
K.M.H. VHUsepcumema, 0.m.H., npogeccop

AHHOTauus. B naHHOW cTaThe paccMaTpUBAETCS BO3MOXKHOCTb HCIIOJIB30BAaHUSl PE3YyJIbTAaTOB
KJacTepusanuu rpada JUis pelieHus 3aJadd MOWCKa BCeX KpaT4allmx myTed B rpade mpu HOMOLIH
OJIOYHOTO aNTOPUTMa MOUCKA KpaTYallIuX IMyTeH, UCIIONB3YIOMEero OJIOKH HepaBHOTO pa3Mmepa. B cratbe
OTIpENeNIAIOTCS. TPeOOBaHUA K pe3yibTaTaM KiacTepu3aluu rpada Ha OCHOBAaHMM NPUHIMIIA PabOTHI
OJIOYHOTO aNTOpUTMa MOUCKa KpaTyalmx myteil. [IpoBoguTces uccnenoBanue IByX, IUPOKO-U3BECTHBIX
anropuTMOB Kkiactepuzanmu rpada — Walktrap w Spinglass, ¢ Uenbi0 BBISICHCHHS BO3MOXHOCTH
UCIIOJIB30BAHMSI PE3YNIbTAaTOB MX PabOThl OJOYHBIM AJITOPUTMOM. DKCHEPUMEHTAIbHBIE HCCIIEIOBAHUS
IIOKAa3bIBAKOT, 4YTO BI)I6paHHI>Ie AJITOPUTMBI CIIOCOOHBI IMPOU3BECTHU PEC3YJbTAThl COBMCCTUMBIC C
OMpEACICHHBIMHU B CTAaThE Tpe60BaHI/I$1MI/I, OAHAKO COBMECTUMOCTb OTHUX PE3YyJIbTATOB BO MHOI'OM
3aBHCUM OT UCXOJHOTO rpad)a 1 3aJaHHBIX [1aPaMETPOB AJITOPUTMOB.

KaroueBnie cioBa: Kmactepuzamus rpacda, OJOYHBIE alTOPUTMEBI, TMOWCK KpaTdalIuX ITyTew,
OJIOKHM HEpaBHOTO pa3Mepa.
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