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Abstract—The paper examines the actual problem of
automatic detection of hidden interpretable patterns in
intelligent systems. The conceptual basis of the process
of learning from examples is determined by the methods
of class description and separation. Three basic principles
are known: enumeration of class members, generality of
properties and clustering. We propose an original method
for implementing the principle of generality of properties
based on the search for combinations of features that
provide class distinction. The effectiveness of the approach
is confirmed by the results of numerical experiment.

Keywords—intelligent systems, pattern recognition, learn-
ing from examples, data mining

1. Introduction

The development and large-scale implementation of
information technologies has led to the accumulation
of huge amounts of data, which today are organized
into databases and data warehouses [1], [2]. Currently,
the development of new methods aimed at improving
the efficiency of representation and automatic knowledge
extraction based on the analysis of large amounts of data
is an urgent problem in computer science [3], [4].

The experience of using the structured query language
(SQL) has shown its very limited capabilities in terms
of discovering hidden patterns existing within the data.
OLAP technology (interactive analytical data processing)
is focused on the preparation of aggregated information
on the basis of large data sets structured according to
the multidimensional principle. At best, the technology
provides for the extraction of knowledge from the data,
which should be attributed to the "shallow" level of
occurrence. The most interesting in practical terms are
the hidden patterns, the detection of which is the focus
of Data Mining [5]-[7].

In computer science, the problem of pattern recogni-
tion is one of the fundamental problems [8]-[10]. Its
successful solution largely determines the progress in
the field of artificial intelligence. Pattern recognition is
the attribution of initial data to a certain class based
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on the selection of essential distinguishing features that
characterize this data [11]-[14].

If a class is characterized by some common prop-
erties inherent in all its members, the construction of
a recognition system can be based on the principle of
generality of properties. The basic assumption in this
case is that patterns of the same class have common
properties reflecting their similarity [15], [16].

The paper proposes an original method of implement-
ing the principle of generality of properties. It is assumed
that as a result of analyzing the training data set (TS) it is
possible to identify such a combination of features that
ensure the distinction of classes. That eventually make
the procedure of building a classification algorithm quite
trivial. The effectiveness of the method is confirmed by
the results of numerical experiment.

II. On Pattern Recognition Principles and Classification
Problem

The basis of the idea of building automatic recognition
systems are the methods of describing and separating
classes (Fig. 1) [17].

Pattern Recognition Principles

Generality
of Properties

Enumeration

Clustering
of Class Members

Figure 1. Principles of Pattern Recognition.

When a class is defined by an enumeration of its con-
stituent objects, the construction of a pattern recognition
system can be based on the principle of belonging to this
enumeration. A set of objects of the class is memorized
by the recognition system, and when a new object is
presented to the system, it assigns it to the class to which
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the object located in the system’s memory that matches
the new one belonged (Fig. 2).

Figure 2. Enumeration of Class Members.

If all objects of one class have a number of common
properties or features that are absent or have other values
in all representatives of other classes, then the construc-
tion of the recognition system can be implemented on the
basis of the principle of generality of properties (Fig. 3).
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Figure 3. Generality of Properties.

When the objects of a class are vectors in the feature
space, the class can be considered as a cluster. If clusters
of different classes are separated far enough from each
other, then the construction of the recognition system can
be carried out using the clustering principle (Fig. 4).

Figure 4. Clustering.

Traditionally, when building automatic pattern recog-
nition systems, three main problems are solved. The
first one is devoted to the issues of representation of
the initial data obtained as a result of measurements of
the recognized object. The second task is related to the
extraction of essential features and properties from the
initial data. The third one consists in finding optimal
decision rules for classification [18], [19].

In [19], the author, discussing the problem of the
simplicity of the learning process in pattern recognition,

notes the existence of two different approaches to its
implementation. In author’s opinion, in the vast majority
of studies (the first group), the learning process is aimed
at constructing solving rules that ensure the extremum
of a pre-selected criterion. In the second group, the
focus is on understanding the principles of forming
the description of recognition objects, within which the
recognition process becomes extremely simple. Learning
in this case is seen as a process of constructing a space
that is universal, if not for all, then for a wide class of
tasks. Unfortunately, in the author’s opinion, this group
of studies is very few and such an approach to solving
the recognition problem is still poorly studied.

Today, pattern recognition is dominated by an ap-
proach in which training is reduced to solving an op-
timization problem. The training process begins with
the selection of an initial model (a parametric family of
algorithms), and then it is assumed that the "training +
testing” scenario is repeatedly executed. In fact, training
is an iterative process in which positive and negative
reinforcements are used to form the desired patterns of
classifier behavior.

In this case, it should be pointed out that there are
at least two serious problems. First, model selection is a
non-trivial task performed by a data science specialist,
and therefore the training process can be implemented
only in an automated mode. Second, the only result
of training is a classification algorithm, which is an
uninterpretable "black box”.

It is proposed to consider an alternative approach,
when the construction of the classification algorithm is
performed not within the framework of the optimization
problem, but on the basis of the analysis of the properties
of the considered classes. As a result of such analysis, the
distinguishing properties are determined by the mutual
placement of the areas of class definition — patterns.

Before proceeding to the presentation of the alternative
approach, let us consider the classical version of the
mathematical formulation of the recognition problem.

In the paper by Y. I. Zhuravlev [20], the following
formulation of the recognition problem (classification or
Z problem) is given:

Let there be a set of admissible objects M. The set is
covered by a finite number of subsets K1,...,K;: M =

1
U K, called classes. The partitioning of the set M is

;z_o; completely defined, only some information I, about
classes Ki,...,K; is given. Similarly, an admissible
object S is defined by the values of some characteristics.
The set of given values defines the description I(S) of the
object S.

The main problem (problem Z) is to compute the values
of predicates P;j(S) — S € K;,j =1,2,...,1, from the
information 1,(K1,...,K]) and the description of the
admissible object I(S).
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The information 1, is commonly called training infor-
mation, and the predicates P;(S) are called elementary
predicates.

In this formulation of the problem, it is
actually  required to construct some algorithm
A(lo(Ky, ... K1), I(S)) = (af'(5)...a7'(9)),

where ai'(S) = P;(S),7 =1,2,...,L

Obviously, the result of solving the problem Z is an
algorithm with certain properties. In machine learning,
the construction of such an algorithm is done within a
scenario:

1) Some parametric family (model) of algorithms is
selected;

2) The initial values of the parameters are fixed, and
thus a specific algorithm is set;

3) The final setting of the algorithm to the subject
domain is carried out during its training based on
the training set data.

In this case, the learning process is reduced to the
construction of algorithms (decision rules) that ensure
the extremum of some criterion. Such a criterion, for
example, can be the value of the average risk in a special
class of decision rules. That is, at the beginning, the class
of decision rules is defined up to parameters, and the
training is reduced to finding the values of parameters
that provide the extremum for the selected criterion.

Thus, in the most general form, the recognition prob-
lem can be written as follows: The object description
space is given, in which it is necessary to construct
surfaces separating classes.

In this formulation, the emphasis is on the construc-
tion of the algorithm (on the construction of surfaces
separating the classes), and therefore the problem has a
pronounced algorithm-centric character.

In a more detailed analysis of the problem statement Z,
we can propose an alternative variant of its formulation,
when to find a solution the emphasis is shifted to the
study of the property of classes. The new problem
statement in this case is as follows.

Let two sets Iy, I(S) be given, i. e., admissible training
information Io(Ky,...,K;) and descriptions 1(S) of
admissible objects S € M, respectively.

It is required, based on the analyses of the of infor-
mation Io(K1,...,K)), to find the set of distinguishing
qualities of classes Q(Kx, ..., K;) such that K, N K, =
0,Vi # j (where i,5 = 1,2,...,1) and using then the
set Q(S) to compute the values of predicates P;(S),j =
1,2,...,1

In this formulation, the solution of the problem is
emphasized on the study of the property of classes and
identification of features that provide class distinction.
The recognition problem in this formulation is proposed
to be called the Knowledge Discovery Classification
Problem (KDC problem).

III. Method for Solving the KDC Problem

Let M be a set of objects, called admissible objects,
and let it be covered by a finite number of subsets

!
Ky,...,K; : M = |J K, called classes. The partition

=1

M is not completely defined. Let an a priori dictionary of

features ' = {f1,..., fn} be given and on its basis only
1

7Kl

is given. Similarly, an aciﬁllissible object S is defined on
the basis of the features of the a priori dictionary.

The classification problem is to compute the values of
predicates P;(S)—S € K;,j =1,2,...,1, based on the
partial information X about classes Ki,..., K; and the
description of the admissible object S.

In the framework of the classical approach, the math-
ematical formulation of the classification problem is as
follows: Let X be the set of object descriptions and Y
be the set of admissible classification answers. There is
an unknown target dependency y*: X — Y, the values
X™ = {(x1,v1)s-- - (Tm,Ym)} of which are known
only for the objects of the training set. It is necessary
to construct an algorithm a: X — Y, which would ap-
proximate this target dependency not only on the objects
of the finite set, but also on the whole set X.

To solve the problem, first the model of algorithms is
specified up to parameters, and then training is carried
out by finding such values of parameters that provide
the extremum of the selected criterion. The experience
of practical use of this scenario has revealed a number
of problematic points.

The choice of a model of algorithms A =a: X — Y is
actually a non-trivial task. In this case, it is not so much
about science as about the art of algorithm construction
[21], [22]. Moreover, learning can be realized only in
an automated mode. And the final algorithm a: X —
Y is a “black box”. It approximates an unknown target
dependency, which cannot be interpreted in terms of the
subject domain.

The above drawbacks are avoided by using an alter-
native approach, which is based on the idea of the com-
pactness hypothesis that classes form compactly localized
subsets in the object space [23]-[25].

The mathematical formulation of the Knowledge Dis-
covery Classification Problem in this case is as follows:
Let X be the set of object descriptions and Y be the set
of admissible answers for their classification. There is an
unknown target dependency y* : X — Y, the values of
which X™ = {(x1,9y1), .-, (Tm,Ym)} are known only
for the objects of the training set. It is required to find
feature spaces in which classes do not intersect, and on
their basis to construct an algorithm a : X — Y which
would approximate this target dependency not only on
the objects of the finite set, but also on the whole set X.

partial information X = (J X about classes K7, ...
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The KDC problem is solved in two steps. First, the fea-
ture spaces in which the class patterns do not intersect are
searched. After that, the construction of the classification
algorithm becomes a simple procedure.

The initial data of the Knowledge Discovery
Classification Problem are the alphabet of classes
K = {K,...,K;}, a priori dictionary of fea-
tures F = {fi,...,fn}, training set X,, =
{(z1,k1),... (Tm, km)}, where k; is the label of one
of the classes of the alphabet K.

Let us denote by V' = {vy,...,v,} the set of all
possible combinations of features from F'. In total V'
contains ¢ = » ., C! = 2" — 1 different subsets.

At first glance, the solution to the KDC problem should
involve performing a brute-force search on the set V.
However, using the properties of combinations of features
the search can be significantly reduced.

Let us demonstrate by concrete examples what proper-
ties of class distinction can be possessed by features and
combinations of features of the dictionary F'. Suppose
that two classes of objects * and + are given, and for
some pair of attributes f; and f; the distribution of
objects of these classes is as follows (Fig. 5).

Figure 6. The second variant of mutual placement of
objects.

Obviously, the feature f; in Figure 5 has the property
of distinguishing two classes, while the feature f; has no
such property. In addition, all combinations of features
containing f;, have the property of distinguishing two

classes, i. e. the patterns of classes in the corresponding
feature space do not intersect.

Figure 6 shows that each of the features f; and f;
individually does not have the property of distinguish-
ing between the two classes, while the combination of
features f; and f; has such a property.

If each of the features of the original a priori dic-
tionary has the property of class distinction, then the
solution of the KDC problem is reduced from the brute-
force search to the consideration of n variants.

The algorithm of searching for combinations of fea-
tures on the set V = {vy...,v,} that provide class
distinction, as a result of the following steps:

Step 1. Select a subset V* = {v},... v} } of V,
where vj' contains only one feature.

Step 2. For each vj' we construct class patterns (class
definition areas) and compare their mutual placement
[26].

Step 3. If class patterns do not intersect, then feature

i is included in the set V* = {v},..., v} }.

Step 4. Exclude from the set V. = {vy,...
the subset V* = {vf,..
{of',... 05}

Step 5. Exclude from V2 all combinations of v2, that
contain any combination from V* = {v},..., v} }.

Step 6. Take the next combination v2 from V4 and
build a feature subspace based on it.

Step 7. In this feature subspace, we construct class
patterns and compare their mutual placement.

Step 8. If the class patterns do not intersect, we include
the combination of features viA in the set V'*, and exclude
from V2 all combinations that contain v,

Step 9. Repeat the process until V2 is empty.

The algorithm will result in the set V* =
{v§,...,vf}, where 0 < ¢ < ¢. Based on the combina-
tions v; € V*, we formulate the previously hidden and
empirically revealed regularities: «in the feature space of
a subset v classes do not intersect».

Note that within the framework of solving a particular
applied problem, all combinations of features v; can be
interpreted in terms of the subject domain.

Combinations of features v; € V* define decision
spaces in which class patterns do not intersect. In such
spaces, the compactness hypothesis condition is satisfied
and classification is performed by the rule:

v

Vg }
uf} and get VA =

o for each combination of features vy € V* (where
i =1,2,...,%) and based on the training set data
we build cluster structures Py,..., P/ — patterns
of classes K1,..., K; [26];
« investigated object S € K,, if S € PiVi =
1,2,...,t.
To exemplify the demonstration of the generality prin-
ciple in Figure 3, the following variant of the classifica-
tion algorithm construction can be proposed:
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There is an alphabet of classes K={Triangles, El-
lipses, Rectangles} and an a priori dictionary of features
F={area of figure, perimeter of figure, number of angles).

It is obvious that only the feature "number of angles"
has the property of class distinction, because for all
figures of class Triangles the value of the feature is equal
to 3, for class Ellipses - equal to 0, for class Rectangles
- equal to 4. Hence V* = {number of angles} and the
classification algorithm is as follows:

IF (number of angles = 3) THEN Triangles

ELSE IF (number of angles = 0) THEN Ellipses

ELSE Rectangles

IV. Example of Solving the KDC Problem

Table II. Results for features Units and Tens

Units Tens
Digit | Not3 | Yes3 | Not3 | Yes3
0 22 3 21 3
1 23 3 23 2
2 21 3 21 2
3 0 2 0 24
4 22 3 22 3
5 24 3 24 2
6 21 2 23 3
7 22 3 23 2
8 24 3 21 2
9 21 3 22 3

Table III. Results for the combination of features (Tens,
Units)

Let’s demonstrate the results of solving the KDC T,U | N3] Y3[ T,U | N3] Y3] .U | N3] Y3] T,U | N3] Y3

problem based on model data. Let’s say we're given: 0012 10 2512 105013101753 ]0
_ e 01 [2 [0 |26 [2 [0 [51[2 [0 7620
o classes Not3 (there is no digit 3 in the number) and 02 20 [27 3]0 5230773 ]0
Yes3 (there is at least one digit 3 in the number); 03 10 |3 128 13 101353013 178]2 10
e e . . 0,4 2 0 2,9 2 0 54 3 0 7.9 3 0
e a priori dictionary of features F = {Units, Tens}; 05 13 10 130103 [ 5513038030
« training set, which consists of 250 two-digit inte- 06 [2 |0 [31 [0 [2[56][3 08I [2]0
: - 07 |3 |0 320 |2 |57 2 ]2 82[2]0
gers, among \yh.lch 200 have no digit 3 and 50 have o8 T2 o33 To T2 5813 o850 13
at least one digit 3. 09 |3 |0 |34 |0 3 [ 5920|8430
Table I shows the feature values of Units and Tens in 1(1) g g ;2 g § 2’(1) ; 3 S’Z ; g
the training set used in the numerical experiment. 2210 37702 6230 87210
1,3 0 3 3,8 0 2 6,3 0 2 8.8 3 0
Table I. Values of Units and Tens in the training set 1412703903 643 ][]0 ]89[2]0
1,5 3 0 4,0 2 0 6,5 2 0 9,0 2 0
_ 16 |3 |0 |41 |3 |0 663 ]0]91[3]0
Units | 0| 1|12/3|4/5/6/|7]|8]9 720 42 [2 [0 |67 209220
Tens 1,8 3 0 43 0 3 6,8 3 0 9,3 0 3
0 212213 )2]3]2]3]2)3 19 |2 |0 | 44 |2 |0 |69 ]2 [0 | 943 |0
1 3132323 [3|2[3]2 20 210 [ 4530 7021095310
2 20312132223 |3]2 2,1 3 0 46 | 2 0 7,1 3 0 9,6 | 2 0
3 312223232213 22 |2 |0 |47 3]0 |72 3]0 97 2 ]0
4 2 3 2 3 2 3 2 3 3 2 2,3 0 3 4.8 3 0 73 0 3 9,8 2 0
5 3 2 3 3 3 3 3 2 3 2 2,4 2 0 49 2 0 7.4 2 0 9,9 3 0

6 312 (32323 |2]|3]2

7 2 3 3 3 2 3 2 3 2 3

8 3 2 2 3 3 2 2 2 3 2

9 2 (31233 ]3]2[2]2]3 o the definition areas of Not3 and Yes3 classes do not

Table II summarizes the results of class pattern inter-
section study based on the features Units, Tens, where
Not3; is the number of Not3; class representatives for the
i-th digit; Yes3; is the number of Yes3; class representa-
tives for the i-th digit.

Table II shows that neither the Units feature nor the
Tens feature provides an absolute separation between the
Not3 and Yes3 classes.

Table III summarizes the results of the study on the
intersection of class patterns based on the combination
of features (Tens, Units).

Table III shows that:

o all numbers of class Not3 have no digit 3, and all
numbers of class Yes3 have at least one digit 3;

« combination of features (Tens, Units) provides ab-
solute separation of Not3 and Yes3 classes;

intersect and are presented below (Fig. 7).

The classification algorithm is built on the basis of a
rule: IF (Units = 3 or Tens = 3) THEN Yes3 ELSE Not3.

So, as a result of solving the KDC problem in au-
tomatic mode, the training data set were analyzed. The
initially hidden regularity «the combination of features
(Tens, Units) provides the distinction between classes
Not3 and Yes3 by the rule IF (Units = 3 or Tens = 3)
THEN Yes3 ELSE Not3» was found, and the classification
algorithm was built on its basis.

V. Conclusion

The paper presents an original approach for solving the
problem of learning from examples which is based on the
use of the properies generality principle. The method of
the principle implementation is proposed which provides
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Figure 7. Definition areas of Not3 and Yes3 classes.

for automatic detection of hidden interpretable patterns
in the training data set. The revealed patterns can be used
then to construct a classification algorithm.

The learning algorithm for identifying combinations
of features that have the property of class distinction
is described. As a result of analyzing the training data
set, the informativeness estimates of combinations of
distinguishing features (from the point of view of classes)
are automatically calculated and a classifier is built.

Based on model data, the results of applying the
developed method to solve the classification problem are
presented.

References

[1] D. Gurvits, A. N’yudzhent, F. Khalper Prosto o bol’shikh dannykh
[Big Data For Dummies], Moskow, Eksmo. 2015. 400 p.

[2] A. Vaigend, Big Data. Vsya tekhnologiya v odnoi knige [Big Data.
All the technology in one book], Moskow, Eksmo. 2018. 384 p.

[3] N. Marts, Dzh. Uorren Bol’shie dannye: printsipy i prak-
tika postroeniya masshtabiruemykh sistem obrabotki dannykh v
real’nom vremeni [Big Data: Principles and best practices of
scalable realtime data systems], Moskow, OOO “I.D. Vil’yams”,
2016. 368 p.

[4] D. Silen, A. Meisman, M. Ali Osnovy Data Science i Big
Data. Python i nauka o dannykh [Introducing Data Science: Big
Data, Machine Learning, and more, using Python tools], Saint
Petersburg, Piter. 2017. 336 p.

[5] A.A. Barsegyan, M.S. Kupriyanov, L.I. Kholod Analiz dannykh i
protsessov [Data and Process Analysis], Saint Petersburg, BKhV-
Peterburg. 2009. 512 p.

[6] A.G. D’yakonov Analiz dannykh, obuchenie po pretsedentam,
logicheskie igry, sistemy WEKA, RapidMiner i MatLab [Data
analysis, learning by precedents, logic games, WEKA, Rapid-
Miner and MatLab systems], Moskow, Izdatel’skii otdel fakul’teta
VMK MGU imeni M.V. Lomonosova. 2010. 278 p.

[7] Dzh. Gras Data Science. Nauka o dannykh s nulya [Data Science
from Scratch], Saint Petersburg, BKhV-Peterburg. 2017. 416 p.

[8] K. Fukunaga Vvedenie v statisticheskuyu teoriyu raspoznavaniya
obrazov [Introduction to Statistical Pattern Recognition], Moskow,
Nauka, 1979. 368 p.

[9] K.M. Bishop Raspoznavanie obrazov i mashinnoe obuchenie [Pat-
tern Recognition and Machine Learning], Moskow, Dialektika,
2020. 960 p.

[10] V.V. Myasnikov Raspoznavanie obrazov i mashinnoe obuchenie.
Osnovnye podkhody [Pattern recognition and machine learning.
Basic approaches], Samara, Izdatel’stvo Samarskogo universiteta,
2023. 196 p.

[11] A.D. Zakrevskii Logika raspoznavaniya [Recognition logic],
Minsk, Nauka i tekhnika, 1988. 118 p.

[12] N.G. Zagoruiko Prikladnye metody analiza dannykh i znanii
[Applied methods of data and knowledge analysis], Novosibirsk,
IM SO RAN, 1999. 270 p.

A.V. Bobkov Sistemy raspoznavaniya obrazov [Pattern recogni-
tion systems], Moskow, MGTU imeni N.E. Baumana, 2018. 187
p-

V. Krasnoproshin, A. Karkanitsa, V. Rodchenko Pattern Recog-
nition Based on Classes Distinctive Features. Proc. of 15-th
International Conference “Pattern Recognition and Information
Processing”, 2021, pp. 22-25.

V.I. Vasil’ev Problema obucheniya raspoznavaniyu obrazov :
Printsipy, algoritmy, realizatsiya [The problem of teaching pat-
tern recognition: Principles, algorithms, implementation], Kieyv,
Vyshcha shkola, 1989. 64 p.

V. Krasnoproshin, V. Rodchenko Obuchenie po pretsedentam na
osnove analiza svojstv priznakov [Learning by precedents based
on the analysis of the features]. Doklady BGUIR, 2017, no 6, pp.
35-41.

Dzh. Tu, R. Gonsales Printsipy raspoznavaniya obrazov [Princi-
ples of pattern recognition], Moskow, Mir, 1978. 411 p.

S. Rashka Python i mashinnoe obuchenie [Python and machine
learning], Moskow, DMK Press, 2017. 418 p.

V.V. Krasnoproshin, V.G. Rodchenko Klassifikatsiya na osnove
prostranstv reshenii [Classification based on decision spaces].
Doklady BGUIR, 2019, no 6, pp. 20-25.

Yul. Zhuravlev Ob algebraicheskom podkhode k resheniyu
zadach raspoznavaniya ili klassifikatsii [On an algebraic approach
to solving recognition or classification problems]. Problemy kiber-
netiki [Problems of cybernetics], 1978, no 33, pp. 5-68.

[21] P. Flakh Mashinnoe obuchenie. Nauka i iskusstvo postroeniya
algoritmov, kotorye izvlekayut znaniya iz dannykh [Machine
learning. The science and art of building algorithms that extract
knowledge from data], Moskow, DMK Press, 2015. 400 p.

V. Krasnoproshin, A. Karkanitsa, V. Rodchenko Implementation
of the KD-Agent for Knowledge Ecosystem. Otkrytye semantich-
eskie tekhnologii proektirovaniya intellektual’'nykh system [Open
semantic technologies for intelligent systems], 2021, pp. 59-62.
[23] L.A. Belozerskii Sovremennyi vzglyad na gipotezu kompaktnosti
[Modern view of the compactness hypothesis]. Iskusstvennyi
intellekt [Artificial intelligence], 2005, no 3, pp. 6-12.

V. Rodchenko Pattern Recognition: Supervised Learning on the
Bases of Cluster Structures. Proc. XIII International Conference
“Pattern Recognition and Information Processing”, 2016, pp. 106-
113.

V. Rodchenko Automatic Detection of Hidden Regularities Based
on the Study of Class Properties. Pattern Recognition and Image
Analysis, 2020, vol. 30, no 2, pp. 224-229.

V.V. Krasnoproshin, V.G. Rodchenko Klasternye struktury i ikh
primenenie v intellektual’nom analize dannykh [Cluster structures
and their application in data mining]. Informatika [Informatics],
2016, no 2, pp. 71-77.

[13]

[14]

[15]

[16]

(17]
[18]

[19]

[20]

[22]

[24]

[25]

[26]

IMPUHIIAII OBIIIHOCTHU CBOHUCTB U
KD-KJIACCUPUKAIIN A
Kpacnonpoums B. B., Popuenko B. I'., Kapkanuna A. B.

B pabore wncciemyercs akTyadpHas HpoOiaemMa aBTOMATH-
Y4eCKOro OOHAPYKEHUS CKPBITBIX MHTEPIPETUPYEMBIX 3aKOHO-
MEpHOCTEl B MHTEJUIEKTYaIbHBIX cHcTeMax. KoHumenrtyanbHyo
OCHOBY IIpoliecca 00y4eHus M0 MpeleIeHTaM OlpeesIoT CIo-
coOBbI OMUCAHKS U Pa3/eNeHrs KJIaccoB. I3BECTHBI TpU Ga30BbIX
MPHHLIMIIA: [IEPEYNUCIICHHs] WICHOB KJjiacca, OOIIHOCTH CBOICTB
" Ki1actepu3anyy. [IpeanaraeTcsi OpurnHaNBHBINA METOJ peatH-
3alUM TPUHIMIA OOIIHOCTH CBOKCTB, OCHOBAHHBIA Ha IOWCKE
COYeTaHMII IPU3HAKOB, 0OECTIeUNBAOIINX Pa3INIeHIe KIAaCCOB.
D PeKTUBHOCTD MOJXO0AA MOATBEPKAAETCS pe3yIbTaTaMy YUC-
JIEHHOTO KCTIEpHMEHTA.

Received 14.03.2024
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